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Abstract
Subshifts are a fundamental class of topological dynamical systems. The study of subshifts on
groups different from Z, such as Zd, d ≥ 2, has been a subject of intense research in recent years.
These investigations have unveiled a remarkable connection between dynamics and recursion
theory. That is, different questions about the dynamics of these systems have been answered in
recursion-theoretical terms.

In this work we further explore this connection. We use the framework of computable analysis
to explore the class of effective dynamical systems on metric spaces, and relate these systems to
subshifts of finite type (SFTs) on groups. We prove that every effective dynamical system on a
general metric space is the topological factor of an effective dynamical system with topological
dimension zero. We combine this result with existing simulation results to obtain new examples
of systems that are factors of SFTs

We also study a conjugacy invariant for subshifts on groups called Medvedev degree. This
invariant is a complexity measure of algorithmic nature. We develop the basic theory of these
degrees for subshifts on arbitrary finitely generated groups. Using these tools we are able to
classify the values that this invariant attains for SFTs and other classes of subshifts on several
groups. Furthermore, we establish a connection between these degrees and the distribution of
isolated points in the space of all subshifts.

Motivated by the study of Medvedev degrees of subshifts, we also consider translation-like
actions of groups on graphs. We prove that every connected, locally finite, and infinite graph
admits a translation by Z, and that this action can be chosen transitive exactly when the graph
has one or two ends. This generalizes a result of Seward about translation-like action of Z on
finitely generated groups. Our proof is constructive, and allows us to prove that under natural
hypotheses, translation-like actions by Z on groups and graphs can be effectively computed.
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Chapter 1

Introduction

The mathematical notion of dynamical system is motivated by real-world processes that evolve
with time. Interesting examples are the evolution of wealth distribution, carbon emissions, the
sea level, the internet, or the change of climate in some region.

The mathematical object is defined as follows. A dynamical system is a pair (X,T ) of a
set X and a transformation T : X → X. The idea is that X represents all possible states, and
T represents their evolution after one unit of time. We can enrich the system with different
mathematical structures: we can assume that T is continuous for a certain topology on X,
measurable for a certain sigma-algebra on X, measure-preserving for a certain measure on X,
computable for a certain computable structure onX, etc. We will often consider a finite collection
of transformations instead of a single one. When we consider invertible transformations, then
the collection of all possible compositions of them forms a group, and it is convenient to instead
speak about a group acting on X.

This work is mostly concerned with a class of topological dynamical systems called subshifts.
These systems were conceived as tools to understand other systems, but their study evolved into
a subject on its own right; see the seminal work [MH38]. Let A be a finite set of symbols, let G
be a group, and let AG = {x : G→ A} be endowed with the prodiscrete topology. The group G
acts on AG by left shift translations. A G-subshift is a closed subset X ⊂ AG that is invariant
by shift translations, and it has finite type (SFT) when it can be defined by a finite collection of
local rules expressed as forbidden patterns.

Figure 1.1: Many decorative tilings can be seen as Z2-SFTs. Given a finite set of decorated
square tiles of the same size, we can define an SFT whose alphabet is the set of tiles, and with
the local rule that adjacent tiles preserve the intended decoration. Conversely, every SFT on Z2

is topologically conjugate to one defined by square decorated tiles. This identification between
SFTs and tilings is also valid on finitely generated groups. One just needs to fix a generating
set for the group, and then use it to express the adjacency relations. For this purpose it is
also convenient to consider Wang tiles, a standard model for decorated tiles proposed by Wang
[Wan61].
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Subshifts and SFTs were studied first on Z, and this is the case where the theory is best
understood; see the monograph [LM95]. In recent years there has been considerable effort to
better understand SFTs on Zd for d ≥ 2, also called multidimensional SFTs. These investigations
show that these systems can be radically more complex than in one dimension. Moreover, it
has been found that dynamical aspects of these systems are closely connected with recursion-
theoretical ones.

This situation can be illustrated by the characterization of the values of different dynamical
invariants. Hochman and Meyerovitch proved that the set of topological entropies of multi-
dimensional SFTs is the set of upper-semicomputable non-negative real numbers [HM10]. This
characterization was later extended to SFTs on other amenable groups [Bar21; BS24b]. Moreover,
the class of entropy-dimensions of multidimensional SFTs was also characterized by a recursion-
theoretical property [Mey11; Gan22]. Some dynamical restrictions reduce the possible values
for these invariants, but the characterization is still recursion-theoretical [GS21; GM19; PS15;
ES23].

Another example of the interplay between dynamical and recursion-theoretical aspects of
SFTs is given by simulation results [Hoc09; AS13; DRS10; DRS12; BS19; Bar19; BSS22; BS24a].
These results relate SFTs on different groups to effective dynamical systems on the Cantor set
{0, 1}N. Roughly speaking, a dynamical system is effective when both the transformations and
the collection of states can be described by a Turing machine. These results have been used to
produce SFTs with a highly specific behaviour. This behaviour is given by a Turing machine,
which is then “simulated” by the SFT.

In this thesis we explore further the interaction between dynamical and recursion-theoretical
aspects of SFTs over different groups, with an emphasis on using the framework of computable
analysis to formalize and systematize these connections.

1.1 Main contributions
A common feature of simulation results is that they only apply to systems with topological
dimension zero. It is therefore natural to ask whether this restriction can be lifted. In Chapter 4
we show that under natural hypotheses the answer is “yes”. This is done using the framework
of computable analysis, which allows to define computable functions and related concepts on
separable metric spaces. Using these tools, we introduce the class of effective dynamical systems
on general metric spaces, as those containing a computable representative in their topological
conjugacy class. Many natural systems one can think of are effective in this sense, such as affine
actions on the torus, rational maps on the Riemann sphere, and finitely presented algebraic
actions of recursively presented groups.

The main result of Chapter 4, Theorem 4.2, states that every effective dynamical system given
by a recursively presented group is the topological factor a computable action on an effectively
closed subset of {0, 1}N. In other words, Theorem 4.2 is an effective version of the well-known
result that every topological dynamical system admits an extension with dimension zero. The
contribution of our result is that, together with simulation results, it can be used to exhibit new
examples of systems that are topological factors of SFTs.

In Chapter 5 we study Medvedev degrees of subshifts. These degrees are a topological con-
jugacy invariant that measures algorithmic complexity. This invariant is related to a classic
result of Hanf and Myers [Han74; Mye74] that shows the existence of a Z2-SFT where every
configuration is uncomputable. Medvedev degrees quantify this behaviour, and in fact a subshift
has zero Medvedev degree exactly when it contains computable configurations. Thus Hanf and
Myers proved that Z2 admits SFTs with nonzero Medvedev degrees. This raises the problem of
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classifying the possible values that this invariant attains for different classes of subshifts. Simp-
son [Sim14] proved that Medvedev degrees of Z2-SFTs are exactly the Π0

1 Medvedev degrees.
The goal of Chapter 5 is developing the basic theory of these degrees for subshifts on arbitrary
finitely generated groups. These tools allow us to classify the possible Medvedev degrees of SFTs
and other classes of subshifts on different groups. Among other results, we extend Simpson’s
classification to all virtually polycyclic groups that are not virtually cyclic.

The study of Medvedev degrees of SFTs is closely related to the domino problem on groups.
The domino problem for a finitely generated group G is the algorithmic problem of determining
whether a G-SFT is empty. This problem is decidable for Z, and undecidable for Zd, d ≥ 2
[Ber66]. The proof of this result came along with the first aperiodic SFT on Z2, which was
also the first aperiodic tiling of Z2. But what happens in other groups? this question has been
considered in several works [ABJ18; ABM19a; AK13; BS18; Bar23a; Bit23; Coh17; Jea15b; JV20;
Mar08; ABH23]. For many groups, the techniques that have allowed to show the undecidability of
the domino problem are the same techniques that have allowed to construct aperiodic SFTs. We
employ precisely these techniques to construct SFTs with nonzero Medvedev degree on different
groups. We also observe that an SFT with nonzero Medvedev degree must be weakly aperiodic,
and that the existence of SFTs with nonzero Medvedev degree implies the undecidability of the
domino problem for the corresponding group.

In Chapter 6 we prove some basic results about the space S(G) of all G-subshifts, where G
is a finitely generated group with decidable word problem. We observe a relation between the
distribution of isolated points in S(G), and the Medvedev degrees of G-SFTs. That is, we show
that if G admits SFTs with nonzero Medvedev degree, then isolated points are not dense in S(G).
This shall be compared with the recent result of Pavlov and Schmieding [PS23] asserting that
isolated points are dense in S(Z).

Chapter 7 concerns the algorithmic undecidability of dynamical properties of SFTs. Let us
recall that Z-SFTs are very well-understood systems from the algorithmic point of view. There
is a number of algorithms that allow to perform computations on presentations of these systems
[LM95]. The case of Z2-SFTs is very different, and many dynamical properties of these systems
are known to be undecidable. Lind called this the “swamp of undecidabiliy” [Lin04].

The goal of Chapter 7 is formalizing the “swamp of undecidabiliy”, with a result similar
to Rice’s undecidability theorem for computer programs. Given a group G with undecidable
domino problem -such as Z2- we prove that all nontrivial dynamical properties for sofic G-
subshifts are undecidable. Although such a result is not possible for SFTs, we still prove a general
undecidability result for dynamical properties of G-SFTs that can be applied to most properties
of common interest. With the extra hypothesis of amenability, we prove that topological entropy
is not computable from presentations of SFTs. We also obtain a similar uncomputability result
for abstract dynamical invariants taking values in partially ordered sets.

In Chapter 8 we abandon the realm of symbolic dynamics. We consider actions of groups on
graphs that are translation-like actions, a notion introduced in [Why99]. Seward [Sew14] proved
that every infinite and finitely generated group admits a translation-like action by Z, and that
this action can be chosen transitive exactly when the group has either one or two ends. The
main result of Chapter 8 is a generalization of this result to locally finite graphs. This result
answers partially a problem left open in [Sew14, Problem 3.5].

In Chapter 9 we build on the results from Chapter 8 to prove some computability results for
translation-like actions. The main result is an effective version of Seward’s theorem for groups
with decidable word problem. We prove that in this case the action can be taken computable,
and with the property of having decidable orbit membership problem.

Translation-like actions have proven to be a very useful tool in the study of SFTs. Indeed,
given two finitely generated grups H and G, the collection of translation-like actions H ↷ G
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with fixed parameters can be described by a subshift. This fact has been used several times
to transfer constructions on subshifts from one group to another. Indeed, in Chapter 5 we use
translation-like actions to transfer Medvedev degrees of SFTs from one group to another. For
some of our constructions the existence of translation-like actions is not sufficient, we need these
translation-like actions to be computable and have decidable orbit membership problem. This is
the main motivation behind the results in Chapter 9.

The present document is based on the works [BCR24a; BC24; Car24c; Car24b].
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1.2 Organization of this document
In Chapter 2 we review some basic facts and terminology that will be used in this document.
Furthermore, we provide a self-contained presentation of the results from computable analysis
that will be needed. In Chapter 3 we apply these notions to shift spaces, and review the class
of effective subshifts. The content of Chapters 2 and 3 will be used in Chapters 4, 5 and 6.
Chapter 7 is independent, and Chapter 9 is a continuation of Chapter 8. This is represented in
the following diagram. Dashed arrows mean that a result of one chapter is used in the other,
but that they could be read independently.

#

"
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Chapter 2:
Background

+
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�
�

�


Chapter 4:
Effective dynamical systems and

factors of SFTs

�



�
	Chapter 5:

Medvedev degrees of subshifts

�
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�
�

Chapter 6:
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Chapter 7:

On a Rice theorem for
dynamical properties of SFTs
and sofic subshfits on groups

�
�

�
�

Chapter 8:
Translation-like actions by Z on

locally finite graphs

�

�

�

�
Chapter 9:

Computable translation-like
actions by Z, and the orbit

membership problem
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Chapter 2

Background

In this chapter we review some basic terminology and notation that will be used along this doc-
ument. We review basic facts about groups, topological dynamics, subshifts, and computability
theory. We review the basic theory of computable analysis, and prove some results that will be
used in other chapters.

Contents
2.1 Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Words and finitely generated groups . . . . . . . . . . . . . . . . . . 6
2.3 Topological dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Subshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.5 Computability theory on countable sets . . . . . . . . . . . . . . . . 8
2.6 Computability theory on separable metric spaces . . . . . . . . . . 10

2.6.1 Open, closed, and compact sets . . . . . . . . . . . . . . . . . . . . . . 10
2.6.2 Computable functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6.3 Totally bounded sets and compact sets . . . . . . . . . . . . . . . . . . 13
2.6.4 Computable points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.5 Semi-computable real numbers and semi-computable functions . . . . 15
2.6.6 New computable metric spaces from known ones . . . . . . . . . . . . 16
2.6.7 Zero-dimensional sets in computable metric spaces . . . . . . . . . . . 19

2.1 Conventions
The composition of functions is written f ◦ g(x) = f(g(x)), the cardinality of a set X is denoted
|X|, set difference is denoted ∖ or −, and 0 ∈ N.

2.2 Words and finitely generated groups
Here we review some terminology and notation on words, alphabets, and finitely generated
groups. An alphabet is a set, which in most cases is assumed to be finite. A word on alphabet
A of length n is an element in A{0,...,n−1}. The empty word is denoted by ϵ. The set of all
words on alphabet A is denoted by A∗.
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Let G be a group, and let S ⊂ G be a finite set. Given a word w ∈ S∗, we denote the
corresponding group element by wG or simply w. We say that S ⊂ G is a generating set for
G when every element in G can be written as a word in S∗. Unless specified, we will always
consider generating sets that are symmetric, that is, closed by inverses. A group that admits a
finite generating set is called finitely generated. Most of the groups considered here are finitely
generated.

Let G be a group finitely generated by S. We denote by |g|S the length of the shortest word
in S∗ with g = w. The function | · |S : G → N is called a word length. The set S also induces
the metric dS on G given by dS(g, h) = |g−1h|S . We call dS a word metric on G. Let us note
that dS is invariant by multiplication on the left, that is dS(g, h) = dS(tg, th) for all g, h, t ∈ G.

We now recall some algorithmic properties of groups and subgroups, algorithmic concepts
will be defined in Section 2.5. Given a group G finitely generated by S, the word problem for
G is the set {w ∈ S∗ : w = 1G}. Thus G has decidable word problem when {w ∈ S∗ : w = 1G} is
a decidable set. It is easily seen that this definition does not depend of the chosen generating set.
More generally, a subgroup H ⩽ G has decidable subgroup membership problem when
{w ∈ S∗ : w ∈ H} is a decidable subset of S∗.

We will also be interested in groups whose word problem is recursively enumerable. It is well
known that this is the case exactly when G is a recursively presented group, meaning that it
admits a recursive presentation (see [LS01]).

2.3 Topological dynamics
Here we recall some basic concepts from topological dynamics. Let G be a finitely generated
group. A G-topological dynamical system is a pair (X,T ) of a compact metrizable space
X and a continuous left group action T : G × X → X. We often write G ↷ X for short. A
morphism of dynamical systems G ↷ X and G ↷ Y is a continous map ϕ : X → Y which
conmutes with the corresponding group actions. A morphism of dynamical systems which is
surjective (resp. injective, resp. bijective) is called a topological factor (resp. embedding,
resp. conjugacy). When there exists a topological factor map ϕ : X → Y we also say that Y is
a topological factor of X, X is a topological extension of Y , and that X factors over Y .

2.4 Subshifts
Here we review some basic notions about subshifts, the reader is referred to the book [CC18].
Let G a group and let A be a finite alphabet. The set AG = {x : G → A} is called a fullshift,
and its elements are called configurations. We endow AG with the pro-discrete topology. If
G = {gi : i ∈ N} is countable, we can define a metric for this topology by setting

d(x, y) = inf{2−n : n ∈ N, and x(i) = y(i) for all i ≤ n}.

If G is finitely generated and endowed with a word length | · |, then another metric for the
pro-discrete topology on AG is

d(x, y) = inf{2−n : n ∈ N, and x(g) = y(g) for all g with |g| ≤ n}.

A pattern is an element p ∈ AF , where F ⊂ G is finite, and it determines the cylinder
[p] = {x ∈ AG : x|F = p}. Cylinders are a sub-basis for the prodiscrete topology on AG. If
gx ∈ [p] for some g ∈ G, we say that p appears on x.
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We define the shift action G↷ AG by (gx)(h) = x(g−1h). A subshift is a subset X ⊂ AG

which is closed and shift-invariant. The language of X is the set of patterns that appear in X.
A subshift X is completely determined by its language, or equivalently, by the set of patterns
that do not appear in X.

It is customary to define a subshift by a set of forbidden patterns. Given a set of forbidden
patterns F , we define the subshift XF of all elements x ∈ AG such that no pattern of F appears
in x. If we need to make the alphabet explicit we may write X(A,F). Every subshift is determined
by a maximal set of forbidden patterns, but it can have more than one defining set of forbidden
patterns. A subshift is of finite type (SFT) if it can be defined with a finite set of forbidden
patterns.

We always regard subshifts as topological dynamical systems with the shift action. Thus a
morphism of subshifts X ⊂ AG and Y ⊂ BG is a continuous map ϕ : X → Y that commutes with
the shift actions. The Curtis-Hedlund-Lyndon theorem states that the map ϕ is a morphism if and
only if there is a finite set F ⊂ G and a local function µ : AF → B such that ϕ(x)(g) = µ(g−1x|F ).
A subshift is sofic when it is the topological factor of an SFT. A third class of interest is that
of effective subshifts. We will discuss this class in detail in Chapter 3, as we need to introduce
some algorithmic notions first.

2.5 Computability theory on countable sets
Here we review some basic facts from computability or recursion theory on countable sets. We use
the word algorithm as a synonym of the Turing machine. We will use other common synonyms
such as “effective procedure”.

Let f be a function from a subset of N to N. We say that f is a partial function N → N.
If the domain of f is equal to N, then we emphasize this fact by calling it a total function.
A partial function f : N → N with domain D is computable if there is an algorithm that on
input n halts if and only if n ∈ D, and which for each n ∈ D outputs f(n). A set D ⊂ N is
called semi-decidable when it is the domain of a partial computable function, and recursively
enumerable when it is the range of a partial computable function. A set D ⊂ N is decidable
when its characteristic function is computable.

Let us review these concepts in more intuitive terms. A set D ⊂ N is decidable when there
is an algorithm which for each n ∈ N, determines correctly whether n ∈ D or not. D is semi-
decidable when there is an algorithm which on input n ∈ D will detect correctly that n ∈ D,
but which on input n ̸∈ D runs forever. Moreover, D is recursively enumerable when there is an
algorithm that enumerates all elements in D. It is easily seen that D ⊂ N is semi-decidable if
and only if it is recursively enumerable, but we will use the first term when we refer to decision
processes and the second term to refer to enumerations.

A sequence (fn)n∈N of functions is uniformly computable if there is a computable function
f : N2 → N such that f(n,m) = fn(m). More generally, when we have a family of objects that is
computable in some sense (decidable sets, recursively enumerable sets,...), we say that they are
uniformly computable when there is a single algorithm for all of them.

All these notions extend directly to products Np, p ≥ 1, and sets of words A∗, as these
objects can be represented by natural numbers in a canonical way. In order to extend these
notions further, we consider numberings:

Definition 2.1. A (bijective) numbering of a set X is a bijective map ν : N → X, where N
is a decidable subset of N. We call (X, ν) a numbered set. When ν(n) = x, we say that n is a
description or an index for x.

8



A numbering ofX is used to translate computability notinos from N toX, in the same manner
that charts are used to define continuous or differentiable function on manifolds. For instance,
a function f : X → X is computable on (X, ν) when the “function in charts” ν−1 ◦ f ◦ ν is
computable. There is a notion of equivalence for numberings: two numberings ν, ν′ of X are
equivalent when the identity function (X, ν) → (X, ν′) is computable. The Cartesian product
X × X ′ of two numbered sets (X, ν), (X ′, ν′) admits a unique numbering -up to equivalence-
for which the projection functions to (X, ν), (X ′, ν′) are computable. This allows us to speak,
without ambiguity, about computable functions and relations between numbered sets.

Remark 2.2. Of course, any countable set admits a bijection with N. Given a set X and some
structure in the form of functions or relations, we are interested in the existence of a numbering
that makes these functions or relations computable.

Example 2.3. A numbering (φe)e∈N for the set of partial computable functions N → N can
be obtained as follows. Each Turing machine is determined by the finite information of a finite
alphabet, and a transition rule expressed as a matrix. We just have to code this finite information
in a natural number e, which becomes the description of the corresponding function φe. One
should think that that the natural number e represents the text of a computer program that
computes φe.

Example 2.4. A numbering (We)e∈N for the set of recursively enumerable subsets of N can be
obtained from Example 2.3. That is, for each e ∈ N we let We be the domain of φe.

Remark 2.5. The set of partial computable functions can be given other numberings that are
not equivalent to the one in Example 2.3, and it is natural to ask what are their relations. This
topic goes far beyond this short background chapter. We just mention that numberings equivalent
to the one in Example 2.3 are called admissible numberings, and they can be characterized by
abstract properties.

Here we will be particularly interested in numberings of countable groups.

Definition 2.6 ([Rab60]). A numbering of a countable group (G, ·) is called computable when
it makes the group operation G × G → G computable. A group that admits a computable
numbering is called a computable group.

For instance, Q is a computable group. In the case of finitely generated groups, we have the
following well-known fact:

Proposition 2.7. Let G be a finitely generated group. Then:

1. G admits a computable numbering if and only if it has decidable word problem.

2. If G admits a computable numbering, then all computable numberings of G are equivalent.

3. Every group homomorphism f : G→ H between computable groups is computable.

Proof sketch. We start with the first item. Suppose that G has decidable word problem, let
S ⊂ G be a finite and symmetric generating set, and let π : S∗ → G be the function that sends
a word to the corresponding group element. Using the decidability of the word problem, we can
compute a set N ⊂ S∗ such that the restriction of π to N is a bijection. Being N a decidable
subset of S∗, it admits a computable bijection with N. The composition of these functions gives
a bijection ν : N → G, and it is easy to verify that it is a computable numbering. The reverse
implication is left to the reader. Items 2 and 3 are also left to the reader: the relevant functions
are determined by the finite information of letter-to-word substitutions, and this allows to prove
that they are computable.
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Remark 2.8. In many cases we will endow sets with numberings without providing details, as
there is only one natural choice (up to equivalence). This is the case for the set of all finite
subsets of N, the collection of all functions f : F → A where F and A are finite subsets of N, or
the collection of all eventually constant sequences in NN.

2.6 Computability theory on separable metric spaces
In this section we review some basic results for computable metric spaces. We refer the reader
to [BH21; Wei00; BHW08] for a more detailed exposition. We will also prove some results that
will be used later.

Turing [Tur37] defined a real number to be computable when its decimal expansion is com-
putable as a function f : N → {0, . . . , 9}. It is easy to see that then a number x ∈ R is computable
when there is a computable sequence of rational numbers (qn)n∈N such that for all n we have
|x − qn| ≤ 1/n. In other words, a real number is computable when we can approximate it
with arbitrary precision, and for this purpose we can use a countable set where we can apply
computability notions from N. The notion of computable metric space is based on this idea.

Definition 2.9. A computable metric space is a triple (X , d,S), where (X , d) is a separable
metric space, S = {si : i ≥ 1} is a countable and dense subset of X , and the distance function
d is uniformly computable on elements from S. That is, there is a total computable function
f : N3 → Q such that for every (i, j, n) ∈ N3, |d(si, sj)− f(i, j, n)| ≤ 1/n.

We say that S is a computable metric space structure, or simply a computability
structure, for (X , d).

Example 2.10. The following are computable metric spaces:

1. Rn with the Euclidean metric, and S = Qn.

2. [0, 1]n with the Euclidean metric, and S = [0, 1]n ∩Qn.

3. {0, 1}N with the metric d(x, y) = inf{2−n : n ∈ N, x(i) = y(i) for all i ≤ n}, and S as the
set of sequences that are eventually constant.

4. A group G with decidable word problem, with a word-length metric, and with S = G =
{gi : i ∈ N} given by a computable numbering of G (see Proposition 2.7).

A computable metric space admits a countable basis for the metric topology given by balls
with center in S, and with rational radius. In this section, we review a number of effective
versions of notions from topology. A computable metric space is a particular case of the more
general notion of computable T0 topological space (see [AH23, Section 2]).

2.6.1 Open, closed, and compact sets
Here we define effectively open and closed sets, and recursively compact sets. We also show some
basic facts about them.

We start introducing some notation. Let (X , d,S) be a computable metric space, which will
be fixed during this section. We write B(x, r) = {y ∈ X : d(y, x) < r}. We denote by B(x, r)
the topological closure of B(x, r). If x ∈ S and r ∈ Q, then B(x, r) is called a basic ball. It is
easily seen that the collection of basic balls is a basis for the metric topology on X .

For the following definitions, we fix an enumeration (Bn)n∈N of all basic balls in X . By this
we mean that from the index n we can compute both an index for the center si and r ∈ Q, and
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vice versa. For this purpose, we take a computable bijection N → N × Q, n 7→ (φ1(n), φ2(n)),
and define Bn = B(sφ1(n), rφ2(n)). Given a subset I ⊂ N, we define UI =

⋃
i∈I Bi. Furthermore,

we consider a computable enumeration (Fn)n∈N of all finite subsets of N. We are now ready to
give the main definitions of this subsection:

Definition 2.11. A set V ⊂ X is effectively open if there is a recursively enumerable set
I ⊂ N such that V = UI .

Definition 2.12. A set C ⊂ X is effectively closed if it is the complement of an effectively
open set.

Definition 2.13. A compact set K ⊂ X is recursively compact when it is semi-decidable
whether a finite set F ⊂ N satisfies K ⊂ UF . That is, the set {n ∈ N : K ⊂ UFn} is recursively
enumerable.

Observe that if K is recursively compact, then we can also semi-decide whether K ⊂ U given
an effectively open set U . To see this, let I be a recursively enumerable set with U =

⋃
i∈I Bi.

As K is compact we have that K ⊂ UI if and only if K ⊂ UF for some finite set F ⊂ I. In
order to discover whether K ⊂ U , we enumerate all finite sets F ⊂ N, we run for each F the
algorithms to semi-decide F ⊂ I and K ⊂ UF , and halt the whole process once we find that
some F satisfies both conditions.

Remark 2.14. By definition, effectively open and closed sets, and recursively compact sets,
can be specified with finite information, which we call a description for them (see Section 2.5
and Example 2.4). In what follows, when say that we compute an effectively open set U or we
decide whether U has a certain property (as in the previous paragraph), we mean that such
computation occurs at the level of descriptions. The same remark applies to effectively closed
sets, recursively compact sets, and other objects that will be defined in this chapter.

We will now prove some basic properties about open and closed sets, and recursively compact
sets.

Proposition 2.15. The topological closure of a basic ball is effectively closed.

Proof. Let B(x0, r0) be a basic ball. Given i ∈ N and r ∈ Q, it is semi-decidable whether
d(si, x0) > r + r0. This simply follows from the computability of the metric. It follows that
then I = {n ∈ N : Bn = B(si, r) and d(si, x0) > r + r0} is recursively enumerable. It is an easy
verification that the set I satisfies X ∖ UI = B(x0, r0), so the claim follows.

Remark 2.16. In general, the topological closure of an effectively open set is not always an
effectively closed set. A counterexample will be given in Example 2.36.

Proposition 2.17. Suppose that X is recursively compact. Then a set C ⊂ X is effectively
closed if and only if I = {i ∈ N : Bi ∩ C = ∅} is recursively enumerable.

Proof. We only prove the forward implication. As C is effectively closed there is a recursively
enumerable set I ⊂ N with X ∖ C = UI . We show that it is semidecidable whether a basic ball
B satisfies B ∩X = ∅, uniformly on B. Indeed, given a basic ball B, its topological closure B
is effectively closed by Proposition 2.15 and then recursively compact by Proposition 2.19. Now
observe that B ∩ X = ∅ when B ⊂ UI , which is semi-decidable by recursive compactness of
B.

Proposition 2.18. A recursively compact set is effectively closed.
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Proof. Let C be a recursively compact subset of the computable metric space X . As C is closed,
the set I = {n ∈ N : Bn ∩ C = ∅} satisfies X ∖ UI = C. We claim that I is recursively
enumerable. In other words, that given a basic ball B, it is semi-decidable whether B ∩ C = ∅.
This is shown by the following algorithm. On input B, we use Proposition 2.15 to compute an
effectively open set U with X ∖B = U . Observe now that B ∩C = ∅ exactly when C ⊂ U , and
we can semi-decide this condition by recursive compactnes of C.

Proposition 2.19. An effectively closed set contained in a recursively compact set is also recur-
sively compact.

Proof. Let X be a computable metric space, let K ⊂ X be recursively compact, and let C ⊂ X
be an effectively closed set. Note that X ∖ C is effectively open, and that a finite open cover
UI covers C if and only if (X ∖K) ∪ UI covers K. But this condition is semi-decidable, as K
is recursively compact and (X ∖ K) ∪ UI is effectively open. It follows that K is recursively
compact.

Proposition 2.20. Let (Un)n∈N be a uniformly computable sequence of effectively open sets.
Then their union

⋃
n∈N Un is effectively open as well.

Proof. Let (Jn)n∈N be a uniform sequence of recursively enumerable subsets of N with Un = UJn .
Then the union J =

⋃
n∈N Jn is recursively enumerable, as we just have to enumerate all Jn

simultaneously and with the same algorithm. As
⋃
n∈N Un = UJ , our claim follows.

2.6.2 Computable functions
Here we review some facts about computable functions on computable metric spaces. For this
subsection we fix two computable metric spaces X and X ′. As before, we let (B′n)n∈N be a
computable enumeration of basic balls in X ′, and write U ′I =

⋃
i∈I B

′
i for I ⊂ N.

Definition 2.21. A function f : X → X ′ is computable when there is an algorithm which,
given an effectively open U ′ ⊂ X , computes an effectively open set U ⊂ X such that

f−1(U ′) = U.

That is, the pre-image of an effectively open set is effectively open, uniformly on the descrip-
tions of the sets. For our purposes we will need a sligthly more general definition, where we have
no computability assumption on the domain of the function.

Definition 2.22. Let X ⊂ X and X ′ ⊂ X ′ be arbitrary sets. A function f : X → X ′ is
computable if there is an algorithm which, given an effectively open set U ′ ⊂ X ′ computes an
effectively open set U ⊂ X such that

f−1(U ′ ∩X ′) = U ∩X.

If moreover f admits a computable inverse, then it is a computable homeomorphism
between X and X ′.

Remark 2.23. A computable function must be continuous on its domain. Indeed, given X ⊂ X ,
we have that {Bi ∩X : i ∈ N} is a basis for the subspace topology for X.

We now prove some basic results about computable functions.

Proposition 2.24. Let f : X → X ′ and g : X ′ → X ′′ be computable functions, where X, X ′, and
X ′′ are subsets of computable metric spaces. Then the composition g◦f : X → X ′′ is computable.
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Proof. Given an effectively open set U ′′, we can use the computability of g to compute an
effectively open set U ′ with with g−1(U ′′ ∩X ′′) = U ′ ∩X ′, and then the computability of f to
compute an effectively open set U with f−1(U ′ ∩X ′) = U ∩X. This shows that g ◦ f verifices
Definition 2.22.

Proposition 2.25. Let f : X → X ′ be a computable function, and let K ⊂ X ′ be recursively
compact. Then f(K) is also recursively compact.

Proof. We exhibit an algorithm which, given an effectively open set U ′ ⊂ X ′, halts if and only if
f(K) ⊂ U ′. Given U ′, we compute an effectively open set U ⊂ X such that

f−1(U ′ ∩X ′) = U ∩X.

The fact that K ⊂ X ensures that f(K) ⊂ U ′ if and only if K ⊂ U . We can semi-decide the last
condition by recursive compactness of K.

Proposition 2.26. Let f : X → X ′ be a computable function. Then there is an effectively closed
set C ⊂ X such that

{x ∈ X : f(x) = x} = C ∩X

Proof. Let F : X → R be defined by x 7→ d(x, f(x)). It can be shown using Proposition 2.24
that F is a computable function. As {x ∈ R : x ̸= 0} is an effectively open set and f is
computable, there is an effectively open set U ⊂ X such that F−1({x ∈ R : x ̸= 0}) = U ∩X.
Thus the efffectively closed set C = X ∖ U satisfies F−1({x ∈ R : x = 0}) = C ∩ X. But
F−1({x ∈ R : x = 0}) = {x ∈ X : f(x) = x}, so the claim follows.

Proposition 2.27. Let X be recursively compact, and let f : X → X ′ be a computable and
injective function. Then the inverse of f is computable.

Proof. We exhibit an algorithm which on input an effectively closed set C ⊂ X computes an
effectively closed set C ′ ⊂ X ′ with

f(C ∩X) = C ∩X ′.

This shows that f−1 verifies Definition 2.22 by taking complements. On input C, observe that
C ∩X is recursively compact by Proposition 2.19. Moreover, the image f(C ∩X) is recursively
compact by Proposition 2.25. A recursively compact set is effectively closed set by Proposi-
tion 2.18, so we can compute an effectively closed set C ′ ⊂ X ′ with f(C ∩X) = C ′. But then
C ′ ⊂ X ′, so we also have f(C ∩X) = C ′ ∩X ′. This is what we wanted.

2.6.3 Totally bounded sets and compact sets
In this subsection we review the following notion.

Definition 2.28. A set X ⊂ X is effectively totally bounded if there is a computable
function f : N → N such that for all n ∈ N,

X ⊂
f(n)⋃
i=0

B(si, 1/n).

The following result will be useful to prove the recursive compactness of certain spaces.
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Proposition 2.29. A computable metric space is recursively compact if and only if it is complete
and effectively totally bounded.

Proof. Let X be a computable metric space. We start with the forward implication, so we assume
that X is recursively compact. Then X is compact, and a compact metric space is complete. In
order to verify that X is effectively totally bounded, observe that for every n, the set

Cn = {t ∈ N : X ⊂
⋃
i≤t

B(si, 1/n)}

is recursively enumerable, uniformly on n. Moreover, Cn is always nonempty because X is
compact. Thus we can let f(n) be the first element enumerated in Cn, and then n → f(n) is a
computable function. This proves the forward implication.

We now prove the backward implication. We assume that there is a computable function f
as in the statement, and we prove that X is recursively compact. For this purpose we describe
an algorithm A(I, n,m) that takes as input a finite set I ⊂ N, and n,m ∈ N. This algorithm
stops for every input, it may conclude that X ⊂ UI , or it may conclude nothing.

The algorithm A tries to find whether every ball B(sj , 1/n), j ≤ f(n) is contained in Bi for
some i ∈ I. This is done by just computing the distance between the centers of the balls with
precision 1/m, comparing it with the radious of each ball, and using triangle inequality to see if an
inclusion is guaranteed. More formally, the process followed by the algorithm A on input (I, n,m)
is as follows. For each i ∈ I we compute φ1(i) and φ2(i), so that Bi = B(sφ1(i), rφ2(i)). Then we
compute f(n), and for each pair (i, j) with i ∈ I and j ≤ f(n), we compute a rational number
ri,j so that |ri,j − d(sφ1(i), sj)| < 1/m. If for all j ≤ f(n) there is i ∈ I with ri,j < rφ2(i) + 1/n,
then the algorithm A stops and concludes that X ⊂ UI . Otherwise, the algorithm A gives no
output.

We now describe an algorithm B which takes as input a finite set I ⊂ N, and halts if and only
if X ⊂ UI . In input I, the algorithm B runs A(I, n,m), for every pair n,m ∈ N2 in an ordered
manner. If for some n,m the algorithm A concludes that X ⊂ UI , then B stops, and otherwise
keeps running.

We claim that B(I) stops if and only if X ⊂ UI . The forward implication is clear from the
definitions of A and B. Suppose now that X ⊂ UI . If we ignore the computability assumptions, X
is a complete and totally bounded metric space, which implies that X is compact. In particular,
Lebesgue covering lemma ensures that, if UI is an open cover of X , there is a number δI such
that every subset of X with diameter at most δI is contained in an element from the cover U .
Inspecting the definition of A we see that if both n,m are greater than 2/δI , then A(I, n,m)
stops, so B(I) also stops.

2.6.4 Computable points
In this subsection we review computable elements in a computable metric space.

Definition 2.30. An element x ∈ X is computable when the set {n ∈ N : x ∈ Bn} is recursively
enumerable.

Proposition 2.31. An element x ∈ X is computable if and only if there is a total computable
function f : N → N such that for all n ∈ N,

d(x, sf(n)) ≤ 1/n.

Proof. We start with the forward implication, so assume that {n ∈ N : x ∈ Bn} is recursively
enumerable. For each n, we compute a natural number f(n) as follows. We enumerate the set
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{n ∈ N : x ∈ Bn} until we find a number k such that Bk has radius at most 1/n. This implies
that the center s of Bk verifies d(x, s) ≤ 1/n, so we let f(n) be the index of s. Then f verifies
the claim.

We now prove the backward direction. Let f be as in the statement, and let B(s, r) be an
arbitrary basic ball. We exhibit an algorithm that semi-decides whether x ∈ B(s, r). Observe
that x ∈ B(s, r) when for some n ∈ N we have d(sf(n), s) < r + 1/n. Also observe that this
inequality is semi-decidable. For the algorithm, we just have to semi-decide the inequality for
all n, and stop the procedure if we find that it is verified. This shows that {n ∈ N : x ∈ Bn} is
recursively enumerable.

Proposition 2.32. Let K ⊂ X be recursively compact. If x is an isolated point in K, then it is
a computable point.

Proof. As x is isolated in K, there is a basic ball B(s, r) with B(s, r) ∩ K = {x}. We let
B = B(s, r/2), so B ∩ X = ∅. As B is effectively closed, there is a recursively enumerable set
I ⊂ N such that X ∖ UI = B. But now a basic ball Bn contains x if and only if K ⊂ Bn ∪ UI .
This is a semi-decidable condition, so {n ∈ N : x ∈ Bn} is recursively enumerable. This proves
the claim.

Definition 2.33. A closed subset C of X is recursively enumerable (r.e.) if there is a
sequence (xi)i∈N of uniformly computable points that is dense in C. If C is both effectively
closed and r.e., then it is called computably closed.

2.6.5 Semi-computable real numbers and semi-computable functions
In this section we review semi-computable real numbers and semi-computable functions.

Definition 2.34. A real number c is upper-semicomputable when (c,+∞) is effectively open,
and is lower-semicomputable when (−∞, c) is effectively open.

The following characterization is well-known, and sometimes used as definition. The proof
follows the same idea as Proposition 2.31, and is left to the reader.

Proposition 2.35. A real number is upper-semicomputable when it is the infimum of a com-
putable sequence of rational numbers, and lower-semicomputable when it is the supremum of a
computable sequence of rational numbers.

Example 2.36. Let (φe)e∈N be a computable enumeration of all partial computable functions
as in Example 2.3. Let H = {e ∈ N : φe(e) halts} be the Halting set. This set is recursively
enumerable, and a classic diagonal argument shows that it is not decidable. Let

c =
∑
e∈H

2−e.

We claim that c is lower-semicomputable. Indeed, as H is recursively enumerable, there is a
recursively enumerable sequence of finite sets (Hn)n∈N withH =

⋃
n∈NHn. For eachHn we define

a computable real number cn =
∑
e∈Hn

2−e. Thus (cn)n∈N is a computable sequence of rational
numbers with c = supn cn, so it follows from Proposition 2.35 that c is lower-semicomputable.
A simple argument shows that if c was upper-semicomputable, then H would be a decidable set.
This shows that (−∞, c) is an effectively open set whose topological closure is not effectively
closed.
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Definition 2.37. Let X be a computable metric space, and let X ⊂ X be a subset. A function
f : X → R is upper-semicomputable when given an effectively open set (−∞, c) we can
compute an effectively open set U ⊂ X such that f−1(−∞, c) = U ∩X. Similarly, f is lower-
semicomputable when given an effectively open set (c,∞) we can compute an effectively open
set U ⊂ X such that f−1(c,∞) = U ∩X.

Proposition 2.38. Let X be a computable metric space, let X ⊂ X , and let (fn)n∈N be a uniform
sequence of upper-semicomputable functions from X to R. Then their infimum infn∈N fn is also
upper-semicomputable.

Proof. Let f = infn∈N fn, and let (−∞, c) be effectively open. As every fn is upper-semicomputable,
for each n ∈ N, we can compute an effectively open set Un with f−1n (−∞, c) = X ∩Un. But then
(Un)n∈N is a uniformly computable sequence of effectively open sets, and we have

f−1(−∞, c) = (
⋃
n∈N

Un) ∩X.

Proposition 2.20 shows that
⋃
n∈N Un is effectively open, uniformly on (−∞, c). Our claim that

f is upper-semicomputable follows.

2.6.6 New computable metric spaces from known ones
Here we review how to obtain new computable metric spaces from known ones. We also introduce
the notion of equivalence for computability structures.

Definition 2.39. Let S1 and S2 be computable metric space structures for the metric space
(X , d). If the identity function from (X , d,S1) to (X , d,S2) is computable, then we say that S1

and S2 are equivalent.

For instance, let X and X ′ be two computable metric spaces. Then their product X × X ′
inherits a natural computable metric space structure from the ones for X and X ′. This will be
defined in detail in Theorem 2.40. This is the unique structure -up to equivalence- that makes
the projection functions X × X ′ → X and X × X ′ → X ′ computable. Although we do not
put much attention to this, we mention that many of the constructions that we describe in this
section can be uniquely characterized in a similar manner.

Direct products

Theorem 2.40. Let (Xn, dn,Sn) be a uniform sequence of computable metric spaces, such that
the diameter of all them is bounded by M for some M ∈ N. Let S be the set of elements
in

∏
Sn having eventually constant value. Then the product space

∏
Xn, endowed with S and

d =
∑
n 2
−ndn, is a computable metric space too. Moreover, given a sequence Kn ⊂ Xn of

recursively compact sets, uniformly on n, the set
∏
Kn is recursively compact in

∏
Xn.

Proof. It is straightforward that the metric d is uniformly computable on S, so (
∏
n Xn, d,S) is

a computable metric space. We now verify the claim about recursively compact sets. Let U be
a finite union of basic balls in

∏
Xn. Then we can compute a number N , and finite sets Fn ⊂ N,

such that U = UF0
× · · · × UFN

×
∏
n>N Xn. Here each UFn

is a finite union of basic balls in
Xn, n ≤ N . In order to check whether

∏
Kn is contained in U , it suffices to use the uniform

recursive compactness of Kn to check the finitely many inclusions K0 ⊂ UI0 , . . . ,KN ⊂ UIN .

16



Example 2.41. For each n ∈ N let Xn be the computable metric space N, endowed with the
discrete metric and the set of simple points N. Then the Baire space

X =
∏
n

N = NN

is a computable metric space, with the metric d and set S as in Theorem 2.40. We can alterna-
tively use the metric

d′(x, y) = inf{2−n : N ∈ N, x(i) = y(i) for all i ≤ n}.

As d′ is uniformly computable on the set S, we have that the identity function (X , d,S) →
(X , d′,S) is computable. In other words, the metrics d and d′ are computably equivalent.

Example 2.42. Let (an) be a computable sequence of natural numbers, with an ≥ 2 for all
n, and endow {1, . . . , an} with the discrete metric. These are uniformly recursively compact
computable metric spaces. It follows from Theorem 2.40 that

X =
∏
n

{1, . . . , an}

is a recursively compact metric space. In particular,
∏
n{1, . . . , an} is a recursively compact

subset of the computable metric space NN.

Inverse limits

Proposition 2.43. Let (Xn, dn,Sn) be a uniform sequence of computable metric spaces, where
the diameter of all them is bounded by M for some M ∈ N. Let (fn)n≥1 be a uniformly computable
sequence of computable functions, with fn+1 : Xn+1 → Xn. Then the inverse limit

lim
←−

Xn = {x ∈
∏

Xn : for all n ∈ N we have fn+1(xn+1) = xn}

is an effectively closed subset of the product space
∏

Xn.

Proof. Let f :
∏

Xn →
∏

Xn be the function defined by (xn)n 7→ (fn+1(xn+1))n. We will verify
that f is computable, so let U ⊂

∏
Xn be an open set with the form

U = UI0 × UI1 × · · · × UIN ×
∏
n>N

Xn.

The preimage f−1(U) is

f−1(U) = f−11 (UI0)× f−12 (UI1)× f−13 (UI2)× · · · × f−1N+1(UIN )×
∏
n>N

Xn.

As (fn)n≥1 is a uniformly computable sequence of computable functions, this shows that the
preimage of an effectively open subset U of

∏
Xn is effectively open, with an algorithm that

is uniform on U . It follows from Proposition 2.26 that the set of fixed points of f in
∏

Xn is
efffectively closed. Finally, observe that the set of fixed points of f in

∏
Xn is equal to lim

←−
Xn,

so the claim follows.

Proposition 2.44. Let (An)n≥0 be a uniformly computable sequence of finite subsets of N, and
let (fn)n≥1 be a uniformly computable sequence of functions fn+1 : An+1 → An such that every
element in An has at least two preimages by fn+1. Then lim

←−
An is recursively homeomorphic to

{0, 1}N.
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Proof. Let T ⊂ N∗ be the decidable subset of N∗ defined by T = {ϵ} ∪
⋃
n∈NA0 × · · · ×An. We

define a function h : T → {0, 1}∗ recursively. We first set h(ϵ) = ϵ. Now let w = w0w1 . . . wn,
with wi ∈ Ai for i = 1, . . . , n, and assume that h(w) has been defined. We compute the set
f−1n+1(wn) = {w1

n+1, . . . , w
m
n+1}, labeled in such a manner that i < j when win+1 < wjn+1 in

lexicographical order. Recall that by hypothesis m = |f−1n+1(wn)| ≥ 2 . Now, we compute the set
of words v0 = 0, v1 = 10, , v2 = 110, . . . , vm−1 = 1m−10, vm = 1m. For each i with 1 ≤ i ≤ m we
define h(w0 . . . wnw

i
n+1) as the concatenation h(w0w1 . . . wn)vi. These conditions define h(w) for

every w ∈ T . From our construction, it is clear that h is a computable function, it is monotone
for the prefix order, and the length of h(w) tends to infinity with the length of w. Thus h induces
a function H : lim

←−
An → {0, 1}N given by H(y)(k) = h(y0 . . . yn)(k), the k-th element in the word

h(y0 . . . yn), for some k big enough. Then H is computable, bijective, and its inverse is easily
seen to be computable.

Proposition 2.45. Let (an)n∈N be a computable sequence of natural numbers, with an ≥ 2 for
all n. Then

∏
n{1, . . . , an} is recursively homeomorphic to {0, 1}N.

Proof. The proof is a simplified version of the proof for Proposition 2.44, and is left to the
reader.

Hyperspaces

Let (X , d) be a metric space. Given x ∈ X and a compact set K ⊂ X , we write

d(x,K) = inf
y∈K

d(x, y).

The Hausdorff distance dH between two compact subsets of X is defined by

dH(K,K ′) = max{sup
x∈K

d(x,K ′), sup
x∈K′

d(x,K)}.

Definition 2.46. The hyperspace associated to a metric space (X , d) is the collection K(X )
of nonempty compact subsets of X , endowed with the metric dH .

The hyperspace associated to a metric space is always a complete metric space. Moreover, it
inherits some properties from the original space, such as compactness and separability. Indeed,
if S is a countable and dense subset of X , then the collection of finite subsets of S is a countable
and dense subset of (K(X ), dH). We shall prove now that it also inherits a computable metric
space structure from the original space.

For the following result, we write sF = {si : i ∈ F} for F ⊂ N finite. We also recall that
(Fn)n∈N is a computable enumeration of all finite subsets of N.

Proposition 2.47. Let (X , d,S) be a computable metric space. Define a dense subset of K(X )
by S ′ = {sFn : n ∈ N}. Then (K(X ), dH ,S ′) is a computable metric space. If X is recursively
compact, then the same holds for K(X ).

Proof. First observe that dH is uniformly computable on elements from S ′. In other words, that
we can compute dH(sI , sJ) from finite sets I, J ⊂ N. This follows from the definition of dH , that

max: R2 → R, min: R2 → R

are computable functions, that d : X×X → X is a computable function, and that the composition
of computable functions is computable. This proves that (K(X ), dH ,S ′) is a computable metric
space.
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We now prove that if X is recursively compact, then the same is true for K(X ). First
observe that the space K(X ) is complete, so by Proposition 2.29 it suffices to prove that K(X )
is effectively totally bounded. Observe that by Proposition 2.29 the set X is effectively totally
bounded, so there is a computable function f : N → N such that for each n ∈ N,

X ⊂
f(n)⋃
i=0

B(si,
1

2n
).

For each n, we let g(n) be the least natural number so that all finite subsets of {0, . . . , f(n)}
appear in {I0, . . . , Ig(n)}. Thus g is a computable function, and g shows that K(X ) verifies
Definition 2.28. This follows from the fact that for every compact set K ⊂ X , there a subset
I ⊂ {0, . . . , f(n)} such that dH(K, sI) < 1/n. This can be seen taking I as {i ∈ {0, . . . , f(n)} :
B(si,

1
n ) ∩K ̸= ∅}.

The following result follows easily from the definition, and its proof is left to the reader.

Proposition 2.48. Let (X , d,S) be a computable metric space, and let f : X → X be a com-
putable function. Then the function K(X ) → K(X ), Y → f(Y ) is computable.

2.6.7 Zero-dimensional sets in computable metric spaces
Here we will prove some results regarding subsets of computable metric spaces whose topological
dimension is zero. These results will be used in Chapter 4.

We say that a subset of a topological space is clopen when it is both open and closed. We
recall that a topological space has topological dimension zero if and only if every open cover
admits a refinement of clopen sets.

Proposition 2.49. Let K be a zero-dimensional recursively compact subset of a computable
metric space. Then we can compute a collection (Cn) of finite unions of basic balls in X, such
that (Cn ∩K) forms a basis of clopen sets for K (with the subspace topology).

Proof. Since K is zero-dimensional, it has a basis of clopen sets. Let C be clopen set in K. Since
C is open in K, there is a set U that is open in X with C = U ∩K. Since the set U is open and
the sets Bi are a basis for the topology on X, we can write C = UI ∩K. Since C is compact and
{Bi ∩K : i ∈ I} is an open cover for C in the subspace topology, it follows that we can write
C = UI ∩K for a finite set I.

Let V1, V2, . . . be the collection of all finite unions of basic balls. We have shown that this
collection contains a basis of clopen sets for K. We claim that given a finite union V , we can
semi-decide whether C = V ∩K is clopen in K. Indeed, this occurs exactly when V ∩K = V ∩K,
where V is the union of the closures the finitely many balls defining V . But this is the case exactly
when V ∩K ⊂ V . As V ∩K is recursively compact and V is effectively open, this inclusion is
semi-decidable.

Proposition 2.50. Let X be a nonempty recursively compact zero-dimensional subset of a com-
putable metric space. Then X is computably homeomorphic to an effectively closed subset E of
{0, 1}N. Moreover:

1. If X is computably closed, then E can be taken to be computably closed.

2. If X is computably closed and has no isolated points, then E can be taken to be {0, 1}N.
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Proof. We start by proving the first item. If X is a singleton then the claim clearly holds, so we
assume from now on that X is not a singleton. It follows from Proposition 2.49 that one can
compute a sequence (Pn), n ∈ N, of partitions of X made by clopen sets, where:

1. P0 has at least two elements. This is possible because X is not a singleton.

2. Each set in Pn has diameter at most 2−n.

3. The elements in Pn are unions of elements in Pn+1.

Indeed, it suffices to observe that given any n ∈ N, by using Proposition 2.49, one can uniformly
compute a basis of clopen sets whose diameter is less than 2−n (recall that from the index of a
basic ball one can compute its radius). Now, given any clopen and effectively closed set, call it
C, we can use recursive compactness of C to find a finite collection of basic clopen sets of small
diameter that covers C. By iteratively applying this observation, we can compute the sequence
of partitions (Pn)n∈N as needed.

We index each Pn as {Pn0 , . . . , Pnkn}, and for each n ∈ N we let Bn = {0, . . . , kn}. Let
Y =

∏
Bn. It follows from Example 2.42 that Y is an effectively closed and recursively compact

subset of NN. We define a function f : X → Y by defining f(x)(n) as the index of the element of
Pn that contains x. It is clear that f is a computable function. Then the image of f is effectively
compact by Proposition 2.25, and then effectively closed by Proposition 2.19. Moreover, it
follows from Proposition 2.27 that f is recursively homeomorphic to its image in Y . But Y is
recursively homeomorphic to {0, 1}N by Proposition 2.45, so the claim follows by composing with
this homeomorphism.

We now consider the case where X is computably closed and has no isolated points. Then
we need to add two extra conditions to the sequence (Pn)n:

1. Each element in Pn actually intersects X.

2. The collection Pn+1 satisfies that every element in Pn is the union of at least two elements
from Pn+1.

Indeed, starting from a sequence (Pn)n as before, the first new condition can be satisfied by
removing those elements whose intersection with X is empty. This is possible because X is
assumed to be computably compact, so we can decide whether a clopen set intersects X or not.
Then, we can satisfy the second new condition by taking a subsequence. Here we are using the
fact that X has no isolated points, so we know that an exhaustive search will stop.

Having the sequence (Pn), with Pn = {Pn0 , . . . , Pnkn}, we let Bn = {Pn0 , . . . , Pnkn}, and define
a sequence of maps fn+1 : Bn+1 → Bn by the condition that Pn+1

i ⊂ Pnfn+1(i)
, i ∈ {0, . . . , kn+1}.

Then we let Y = lim
←−

Bn. The rest of the argument is similar to the one in the first case, but

now we use the fact that Y is recursively homeomorphic to {0, 1}N by Proposition 2.44.

Corollary 2.51. Let K ⊂ X be a recursively compact set that is homeomorphic to (a subset of)
{0, 1}N. Then the homeomorphism can be taken to be computable.
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Chapter 3

Subshifts on groups and computable
analysis

The goal of this chapter is describing a computable metric space structure for subshifts on finitely
generated groups. This will be used in Chapters 4, 5 and 6. This exposition is an expanded
version of [BCR24a, Section 3.3].

Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 A computable metric space structure for AG when G has decidable

word problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Effective subshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 All morphisms of subshifts are computable . . . . . . . . . . . . . . 23
3.5 Effective subshifts and patterns . . . . . . . . . . . . . . . . . . . . . 24

3.1 Introduction
The space AZ admits a natural computable metric space structure. With this structure, basic
balls are cylinder sets, and a set X ⊂ AZ is effectively closed when the collection of all cylinders
having empty intersection with X is recursively enumerable (see Proposition 2.17).

It is easy to see that an SFT X ⊂ AZ is effectively closed. A finite set of forbidden words
that defines X can be easily used to define an algorithm that enumerates all cylinder sets having
empty intersection with X. Using the Curtis Lindon Hedlund Theorem, it is also clear that a sofic
subshift is effectively closed. It is natural then to define the class of effective subshifts as those
subshifts that are effectively closed sets. This notion was introduced in [Hoc09], and since then it
has been considered several times in the literature [CDK08; HM10; AS13; DRS10]. Generalizing
the notion of effective subshift from Z to a finitely generated group is not a straightforward task.
One reason is that the group under consideration may have an undecidable word problem, and
this is reflected in the algorithmic tools available to handle patterns and cylinder sets in AG.

The purpose of this chapter is presenting a generalization of the notion of effective subshift
from Z to an arbitrary finitely generated group form the viewpoint of computable analysis. That
is, we will define a subshift as effective when it is an effectively closed subset of a suitable
computable metric space. The content of this chapter is closely related to the results in [ABS17],
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where the authors consider a generalization based on combinatorial and algorithmic properties
of forbidden patterns. As we shall see, we arrive at equivalent notions for recursively presented
groups. In the general case, however, the notions are not equivalent.

3.2 A computable metric space structure for AG when G has
decidable word problem

In this section we endow AG with a computable metric space structure, when G is a group with
decidable word problem and A is a finite alphabet.

Definition 3.1. Let G be a finitely generated group with decidable word problem, and let
ν : N → G be a computable bijection (see Proposition 2.7). Given a finite alphabet A, we define
the homeomorphism

ψ : AN → AG, ψ(x)(g) = x(ν−1(g)).

The sets AN and AG are endowed with the prodiscrete topology, and AN is given the standard
computable metric space structure (see Section 2.6). We use ψ to transport this structure to
AG. That is, we define a metric d on AG by declaring ψ to be an isometry, and we let S be the
set of images by ψ of eventually constant sequences. Thus S is a dense subset of AG where the
distance d is uniformly computable. Then (AG, d,S) is a computable metric space.

A basic but important feature of this structure is that it makes the shift action G ↷ AG

computable:

Proposition 3.2. Let G be a group with decidable word problem. The shift map G×AG → AG,
(g, x) 7→ gx (where gx(h) = x(g−1h)), is computable.

Proof. The computability of the shift map reduces to the computability of functions on N and
AN as follows. Given a computable bijection ν : N → G, we can define a group operation ⋆ on
N by declaring ν to be a group isomorphism. Then ⋆ : N2 → N is a computable map. It follows
that i : N → N defined by i(n) ⋆ n = ν−1(1G) is computable. Then f : N × AN ↷ AN → AN

given by f(n, x)(m) = x(i(n) ⋆ m) is a computable map. The fact that f is computable, plus
the fact that the computable homeomorphism ψ from Definition 3.1 conjugates f with the shift
map G×AG → AG, shows that the last one is a computable map.

Let us now make a few observations about these definitions.

Remark 3.3. Our focus is on finitely generated groups, but Definition 3.1 and Proposition 3.2
are valid for the larger class of countable computable groups (such as Q). Similarly, these results
do not actually use the finiteness of the alphabet, and we can give a computable metric space
structure to the space NG following the same procedure.

Remark 3.4. Recall from Section 2.6 that two computable metric space structures (X, d,S) and
(X, d′,S ′) are called equivalent when the identity function is computable between them. This
allows us to express that the structure defined in Definition 3.1 is in a certain way inherent to
G. For instance, if we take two different numberings for the group, then the structures given by
Definition 3.1 are equivalent. The elementary proof is left to the reader (see Proposition 2.7).

Remark 3.5. For finitely generated groups, all numberings that make the multiplication action
G ↷ G computable are equivalent (see Proposition 2.7). We will prove in Chapter 4 that shift
spaces enjoy a similar property. That is, it follows from Proposition 4.31 that all computable
metric space structures for AG for which the shift action G↷ AG is computable, are equivalent.
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Remark 3.6. For a finitely generated group G, it is customary to consider a metric for AG
associated to a word metric on G (see Section 2.4). All these metrics are compatible with
Definition 3.1. That is, they define equivalent computable metric space structures on AG. The
elementary proof is left to the reader.

3.3 Effective subshifts
The goal of this section is defining effective subshifts. For some finitely generated infinite groups,
the corresponding fullshift AG can not be endowed with a computable metric space structure for
which the action G↷ AG by translations is computable. However, it can be naturally identified
with a subset of a computable metric space. More precisely, the set AG can always be identified
with a closed subset of AF , for a suitable finitely generated free group F , and the space AF can
be given a natural computable metric space structure as described in Definition 3.1. We will
need the following notion.

Definition 3.7. Let G be a finitely generated group, and let X ⊂ AG be a subshift. We define
a pullback subshift as follows. Let S be a finite set of generators for G, let F (S) be the
free group generated by S, and let ϕ : F (S) → G be the group homomorphism that maps every
reduced word on S to its corresponding element in G. Let ϕ∗ : AG → AF (S) be the map given
by ϕ∗(x)(w) = x(ϕ(w)) for every w ∈ F (S). We define the pullback subshift X̂ ⊂ AF (S) by

X̂ = {ϕ∗(x) ∈ AF (S) : x ∈ AG}.

From a dynamical point of view, the pullback subshift contains all the information that we
need, as the actions G ↷ X and G ↷ X̂ are topologically conjugate. The interest of replacing
a subshift by its pullback is that the last one is contained in a computable metric space.

Definition 3.8. A subshift X ⊂ AG is effective if for some finite symmetric generating set S
for G, the pullback subshift X̂ is an effectively closed subset of AF (S).

Remark 3.9. A subshfit is effective if and only if its pullback to every generating set is an
effectively closed set. Indeed, suppose that X̂ ⊂ AF (S) is effectively closed, let S′ be another set
of generators, and denote by X̂ ′ the pullback of X in AF (S′). For each s ∈ S, let ϕ(s) be a word in
S′ such that s is equal to ψ(s) in G. Then ψ extends to a computable injective homomorphism
from F (S) to F (S′). It follows that the map Ψ: X̂ → X̂ ′ given by Ψ(x)(w) = x(ψ(w)) is a
computable homeomorphism. In particular, X̂ ′ is also effectively closed.

Remark 3.10. If G has decidable word problem, then a subshift X ⊂ AG is an effectively
closed subset of AG with the structure for AG, if and only if X̂ is effectively closed in AF (S).
This follows from the fact that AG is recursively homeomorphic to ÂG with the corresponding
structures.

3.4 All morphisms of subshifts are computable
In this section we observe that all morphisms of subshifts are computable. In the case where
we have no assumption on the word problem of the group, this is formally expressed through
pullbacks. We use this to show that the class of effective subshifts is closed by factor maps.

Proposition 3.11. Let G be a finitely generated group with decidable word problem, and let
ψ : X → Y be a morphism of subshifts. Then ψ is a computable function.
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Proof. Suppose that X ⊂ AG and Y ⊂ BG. By the Curtis-Lyndon-Hedlund theorem, there is a
finite set F ⊂ G and a local function µ : AF → B such that ψ(x)(g) = µ(g−1x|F ) for all x and
g. It is clear that such a function is computable.

Proposition 3.12. Let G be a finitely generated group, and let ψ : X → Y be a morphism of
subshifts. Then ψ is computable on pullbacks, in the sense that there is a computable function ψ̂
making the following diagram commute:

X Y

X̂ Ŷ

ψ

ψ̂

Vertical arrows represent the conjugacy between a subshift and its pullback from Definition 3.8.

Proof. After we fix bijective maps X → X̂ and Y → Ŷ as in Definition 3.8, the diagram
determines the function ψ̂. But now ψ̂ is a morphism of subshifts on a free group, so it is
computable by Proposition 3.11.

A consequence of this result is the following.

Proposition 3.13. Let G be a finitely generated group. The class of effective G-subshifts is
closed by topological factor maps.

Proof. Let ψ : X → Y be a topological factor map, and let ψ̂ as in Proposition 3.12. Let us recall
that the fullshift on a free group is recursively compact. Joining this with Proposition 2.25, we
have that X̂ is recursively compact. Recursive compactness is preserved by computable images
(Proposition 2.25), so Ŷ is also recursively compact. But this implies that Ŷ is effectively closed
(Proposition 2.19), so we conclude that Y is an effective subshift.

Remark 3.14. Some analogies have been observed between finitely generated groups and sub-
shifts, and particularly an analogy between simulation results for subshifts and Highman’s em-
bedding theorem for groups [Jea17]. This is closely related to the fact that morphisms are
automatically computable. Indeed, for finitely generated groups, all morphisms are computable
on words, as they are determined by the finite information of a letter-to-word substitution.
Analogously, the Curtis-Hedlund-Lyndon theorem shows that all morphisms of subshifts are
determined by the finite information of a local function, and it follows from this fact that a
morphism of subshifts is always computable on pullbacks. This is the fundamental reason for
which algorithmic properties of subshifts are conjugacy invariants.

3.5 Effective subshifts and patterns
In [ABS17] there is a notion of effective subshift defined in terms of patterns and pattern codings.
In this section we compare them with Definition 9.1.

Let G be a finitely generated group, and let A be an alphabet. Let us recall that a pattern
is a function p : F → A, where F ⊂ G is finite. Patterns are used to define subshifts and SFTs.
If we do not assume G to have decidable word problem then it is natural to represent group
elements by words, and then use this to represent patterns. The definition of effective subshift
from [ABS17] is based on this idea. Let S be a finite and symmetric generating set for G. A
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pattern coding is a function c : W → A, where W ⊂ S∗ is a finite set. The support W of c is
denoted supp(c). The cylinder set induced by a pattern coding c is given by

[c] = {x ∈ AG : x(w) = c(w) for every w ∈ supp(c)}.

A pattern coding is inconsistent if there are u, v ∈ supp(c) such that u = v but c(u) ̸= c(v).
Notice that for inconsistent pattern codings we have [c] = ∅. The set of all pattern codings with
generating set S and alphabet A admits a natural numbering, and thus we can speak about
computability of sets of pattern codings. Given a set C of pattern codings for alphabet A, we
can define a subshift XC ⊂ AG by

XC = AG \
⋃

g∈G,c∈C
g[c].

Definition 3.15 ([ABS17]). A subshift X ⊂ AG is effectively closed by patterns (ECP) if
there exists a recursively enumerable set of pattern codings C such that X = XC .

When we define a subshift X = XC by a set of forbidden pattern codings, we must be aware
that the set C is not unique. For instance, we can add or remove inconsistent pattern codings
without changing the subshift. Moreover, every subshift X admits a defining set of pattern
codings that is maximal for inclusion, which is the set of all pattern codings with [c] ∩X = ∅.

In [ABS17], the authors observe that given a subshift X, there is a difference between the
existence of some defining set of pattern codings that is recursively enumerable, and having the
same property for the maximal one. The second condition clearly implies the first. Moreover,
they are equivalent for recursively presented groups:

Proposition 3.16 ([ABS17]). Let G be a recursively presented group, and let X be a G-subshift.
Then the following two conditions are equivalent:

1. X admits some defining set of pattern codings that is recursively enumerable (i.e. X is
ECP).

2. The maximal defining set of pattern codings for X, {c : [c] ∩ X = ∅}, is recursively enu-
merable.

The relation between the notion of effective subshifts (Definition 3.8), and effectively closed
by patterns subshifts (Definition 3.15), is that a subshift is effective exactly when the maximal
defining set of pattern codings is recursively enumerable.

Proposition 3.17. Let G be a finitely generated group. A subshift X ⊂ AG is effective if
and only if the maximal defining set of pattern codings for X, {c : [c] ∩ X = ∅}, is recursively
enumerable.

Proof. Let Cmax be the set of all pattern codings c such that [c] ∩ X = ∅, and let C′max be
the set of elements in Cmax that are consistent for the free group F (S). As the set of pattern
codings which are consistent for the free group is decidable, it follows that Cmax(X) is recursively
enumerable if and only if C′max is recursively enumerable. Observe now that C′max is recursively
enumerable if and only if X̂ ⊂ AF (S) is effectively closed. This simply follows from the fact that
C′max corresponds to all cylinders in AF (S) that do not intersect X̂.

Joining Proposition 3.16 and Proposition 3.17, we have the following.

Corollary 3.18. Every effective subshift is effectively closed by patterns. Moreover, the two
notions are equivalent for recursively presented groups.
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As all SFTs are ECP, we have the following.

Proposition 3.19. Let G be recursively presented. Then G-SFTs and sofic G-subshifts are
effective.

Proof. Let X be a G-SFT. Then X is effectively closed by patterns. It follows from Corollary 3.18
thatX is effective. This proves the claim regarding SFTs. Now the claim for sofic subshifts follows
from this and Proposition 3.13.

The following example shows that for groups that are not recursively presented, the class of
ECP is strictly smaller than the class of effective subshifts.

Proposition 3.20. Let G be a finitely generated group, and let A be an alphabet with |A| ≥ 2.
Then AG is effectively closed by patterns. However, AG is effective exactly when G is recursively
presented.

Proof. Observe that AG is effectively closed by patterns because because it can be defined by the
empty set of pattern codings. Thus for G recursively presented, it follows from Corollary 3.18
that AG is effective.

For the converse, let us fix a symmetric and generating set S, and suppose that AG is
effective. Then Proposition 3.17 implies that the maximal defining set of pattern codings for AG
is recursively enumerable. Observe that this is exactly the set of inconsistent pattern codings,
so the set of inconsistent pattern codings with alphabet A and generating set S is recursively
enumerable. This implies that G is recursively presented by [ABS17, Proposition 2.2].
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Chapter 4

Effective dynamical systems and
factors of SFTs

In this chapter we present the results obtained with Sebastián Barbieri and Cristóbal Rojas in
[BCR24a]. We develop and study the notion of effective dynamical system on general metric
spaces. Our main result states that under suitable hypotheses, these systems admit effective
zero-dimensional topological extensions. The main application of this result is that, combined
with simulation results, it can be used to construct new examples of systems that are factors of
SFTs.
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4.1 Results
Starting with the work of Hadamard [Had98] and the highly influential article of Morse and
Hedlund [MH38], symbolic dynamical systems have quite often played a pivotal role in the un-
derstanding of more general dynamics. A celebrated instance of this is the prominent role of
subshifts of finite type (SFT) in the study of Anosov, and more generally of Axiom A diffeomor-
phisms, through Markov partitions of their non-wandering sets [Bow78]. Another well-known
example of this tight relationship is the fact that the natural action of a word-hyperbolic group
on its boundary is a very well behaved topological factor of an SFT on the same group [CP93].
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These and similar results raise the question of understanding precisely which dynamical sys-
tems are topological factors of SFTs. An observation made by Hochman [Hoc09] is that sub-
actions of multidimensional SFTs satisfy strong computability constraints. More precisely, they
are conjugated to an action by computable homeomorphisms on an effectively closed subset of
{0, 1}N (see Section 2.6). The truly remarkable discovery of Hochman is that, up to a difference
in the dimension of the acting group and a topological factor, this is the only constraint: every
computable homeomorphism on an effectively closed subset of {0, 1}N is the topological factor of
a subaction of a Z3-SFT.

Results linking computable maps on effectively closed subsets of {0, 1}N have been called
“simulation results”, as they express that very explicit and simple models such as SFTs are capable
of universally encoding this considerably larger class of dynamical systems. These simulation
results along with further developments [AS13; DRS10] led to a new understanding of classical
results in the theory of symbolic dynamics of group actions, such as the undecidability of the
domino problem [Wan61; Ber66], the existence of aperiodic tilesets [Ber66; Rob71] and more
generally the existence of two-dimensional tilings without computable orbits [Han74; Mye74].
Moreover, they also provided the tools to obtain new and long sought-after results, such as the
classification of topological entropies of multidimensional SFTs [HM10].

Further work has extended the initial result of Hochman to the context of actions of discrete
groups on zero-dimensional spaces [BS19; Bar19; BSS23]. Notably, it was shown that for a large
class of non-amenable groups called self-simulable, the class of zero-dimensional topological fac-
tors of SFTs contains every possible computable action on an effectively closed zero-dimensional
set [BSS22]. These works have led to new results about the dynamics of such groups. For in-
stance, they have provided new examples of groups that can act freely, expansively and with
shadowing on a zero-dimensional space.

A common theme among all of the previous simulation results is that they apply to actions
on zero-dimensional spaces. The reason behind this is rooted in the fact that the Cantor space
{0, 1}N admits a natural computable structure, where the cylinders are described by finite words,
and that allows the application of algorithmic techniques. The main objective of this work is
to explore a generalization to groups acting on non-symbolic spaces, such as compact subsets of
Rn, GLn(C) or compact abelian groups such as (R/Z)n. Thus, the goal of this work is to explore
the following question.

Question 4.1. Can the simulation results be extended to group actions on spaces that are not
zero-dimensional?

The theory of computable analysis offers the means to endow separable metric spaces with
computable structures that allow the notion of computable map to make sense, and the appli-
cation of algorithmic techniques possible. In this chapter we explore this approach and study
its connections with the existing simulation results. In particular, we introduce a very general
notion of effective dynamical system (EDS) for systems on general metric spaces. We show that
all known simulation results can be extended to this class. By an effective dynamical system
we mean one that is topologically conjugate to a computable action over a recursively compact
subset of a computable metric space. We do not require the topological conjugacy to be com-
putable, so an EDS does not need to be computable itself. The class of EDS is therefore quite
large and encompasses virtually all natural examples (although artificial non-examples can be
constructed, see Section 4.7). Our main tool will be the following result:

Theorem 4.2. Let G be a finitely generated and recursively presented group. For any effective
dynamical system G ↷ X there exists an effectively closed zero-dimensional space X̃ ⊂ {0, 1}N
and a computable action G↷ X̃ such that G↷ X is a topological factor of G↷ X̃.
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We remark that is it a well-known fact that every group action by homeomorphisms on a
compact metrizable space admits a zero-dimensional extension. This extension, however, carries
a priory no computable structure. Our contribution is that, for recursively presented groups,
the computable structure stemming from the effective nature of the system is preserved by a
well-chosen zero-dimensional extension.

Given a finitely generated group G and an epimorphism ψ : G→ H, we say that G simulates
H if given any computable action of H on an effectively closed subset of the Cantor space, the
corresponding action of G induced through ψ, is a factor of a G-SFT. If ψ is an isomorphism,
then G is called self-simulable. The class of self-simulable groups includes several interesting
examples, see Theorem 4.24.

The main application of Theorem 4.2 is that for recursively presented groups the simulation
results in the literature also apply to EDS.

Theorem 4.3. Let G,H be finitely generated groups and ψ : G→ H be an epimorphism. Suppose
that H is recursively presented, then G simulates H if and only if for every effective dynamical
system H ↷ X the induced action of G is a topological factor of a G-SFT.

Combining this result with the simulations result in the literature, we obtain that many
dynamical systems on non zero-dimensional spaces can be realized as factors of subshifts of finite
type. This includes the natural action of GLn(Z) ↷ Rn/Zn by left matrix multiplication for
n ≥ 5, actions of F2 ×F2 on the circle by computable rotations on each generator, actions of the
braid groups Bn for n ≥ 7 on compact computable groups, and more.

To better illustrate the power of Theorem 4.3, we mention a particular application which we
believe could be special interest. An action of a countable group on a compact abelian topological
group by automorphisms is called algebraic. This is a rich class of group actions which has been
the object of much study in the literature, for instance in [LSW90; Sch95; Chu13; LS99]. Using
our results we obtain that a large class of algebraic actions of non-amenable groups can be
presented as topological factors of SFTs.

Theorem 4.4. Let G be a finitely generated and recursively presented self-simulable group. Every
finitely presented algebraic action of G is the topological factor of a G-subshift of finite type.

The details concerning the proof of this result go beyond this thesis chapter, and the reader
is referred to [BCR24a] for the proof.

We complete our discussion with several observations regarding the class of topological factors
of EDS (see Section 4.7). While it is true that computable factors of EDS are EDS (Proposi-
tion 4.10), the class of EDS is in general not closed under topological factor maps, even if we
restrict ourselves to zero-dimensional systems. For zero dimensional systems on recursively pre-
sented groups, we propose a class that we call weak effective dynamical system (WEDS). This
class is closed by topological factors and contains every EDS. However, we do not know whether
this equals the class of factors of EDS, or it is a bigger class.

4.2 Effective dynamical systems
Let X be a subset of a computable metric space, let G be a finitely generated group, and let
G ↷ X be a group action. We say that G ↷ X is computable action if for some finite and
symmetric set of generators S, we have that for each s ∈ S the group action map fs : X → X
given by fs(x) = sx is a computable function. Notice that in this case, fg : X → X is in fact
uniformly computable for all g ∈ G. In particular, if an action is computable, it will satisfy the
definition with respect to every finite set of generators.

29



We are interested in the behavior of actions as topological dynamical systems, and thus will
consider them up to topological conjugacy. Our focus will be on those conjugacy classes that
contain some computable representative.

Definition 4.5. Let X be a compact metrizable space and G a finitely generated group. We say
that an action G↷ X is an effective dynamical system (EDS) if it is topologically conjugate
to a computable action G↷ X̂, where X̂ is a recursively compact subset of a computable metric
space.

We insist in that our definition of effective dynamical system does not require the space X to
have any computable structure, or the topological conjugacy to be computable. Given an EDS
G↷ X, we will refer to a topologically conjugate instance of a computable action G↷ X̂ over a
recursively compact subset X̂ of a computable metric space as a computable representative.

Example 4.6. An effective subshift X ⊂ AG is an EDS. Indeed, if AG is an effective subshift,
then G ↷ X is topologically conjugate to the action G ↷ X̂, where X̂ is the subshift from
Definition 3.8 and the action G ↷ X̂ is computable by Proposition 3.2. We will see later that,
conversely, the only subshifts which are EDS are the effective ones, thus justifying the name
(Proposition 4.31).

The following example shows that the conjugacy class of an effective dynamical system can
contain uncountably many systems. In particular, it contains representatives that are not com-
putably homeomorphic.

Example 4.7. Fix some computable angle α ∈ [0, 2π] and consider Cr = {x ∈ R2 : ∥x∥ = r} to
be the circle of radius r > 0. Note that the space Cr is a recursively compact subset of R2 only
for computable r. Despite this, the conjugacy class of the action Z ↷ Cr induced by the rotation
by α has a computable representative, namely Z ↷ C1, and is therefore an EDS regardless of
the value of r.

Example 4.8. The action GLn(Z) ↷ Rn/Zn of the general linear group on the n-dimensional
torus by left matrix multiplication is an EDS.

Example 4.9. Recall the Thompson’s groups F and T . These groups are often defined in
the literature as the collection of piecewise linear homeomorphisms of [0, 1] (in the case of T ,
of R/Z) that preserve orientation and whose non-differentiable points are dyadic rationals and
whose slopes are all powers of 2. These maps are clearly computable and thus it follows that the
natural actions F ↷ [0, 1] and T ↷ R/Z are EDS.

4.3 Effective versions of classical constructions on effective
dynamical systems

In this section we prove effective versions of a few classical constructions commonly used in
dynamical systems, and which may therefore be of independent interest.

4.3.1 Computable topological factors
Here we show that the class of EDS is closed under computable topological factor maps. We
stress the fact that in this result we need both actions to be represented as computable actions
in computable metric spaces, and the factor to be computable as well. Later we will show that
the class of EDS is in general not closed under topological factor maps.
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Proposition 4.10. Let G be a finitely generated group and X , Y be computable metric spaces.
Let X ⊂ X be a recursively compact set and G ↷ X be a computable action. Let G ↷ Y ⊂ Y
be a topological factor of G ↷ X by a computable function f : X → Y . Then Y is a recursively
compact set and G↷ Y is a computable group action.

Proof. As X is recursively compact and f is computable, it follows that Y is recursively compact.
Let (BXi )i∈N and (BYi )i∈N be recursive enumerations of the basic balls in X and Y respectively.
Let s ∈ G and let i ∈ N. As f is computable it follows that, uniformly in i, there is a recursively
enumerable set Ii ⊂ N such that f−1(BYi ) = X ∩

⋃
j∈Ii B

X
j . As the action is computable,

uniformly for each j ∈ N there is a recursively enumerable set I ′j ⊂ N such that

s−1f−1(BYi ) = X ∩
⋃
j∈Ii

⋃
k∈I′j

BXk .

Finally, as f is computable and X recursively compact, it follows by Proposition 2.27 that
uniformly for k ∈ N there is a recursively enumerable set I ′′k ⊂ N such that

s−1(BYi ∩ Y ) = f(s−1f−1(BYi )) =
⋃
j∈Ii

⋃
k∈I′j

⋃
m∈I′′k

BYm.

Where the first equality holds because f is G-equivariant. It follows the map y 7→ sy is com-
putable and as s is arbitrary, we obtain that G↷ Y is computable.

4.3.2 Products and inverse limit constructions
Now we show that the operations of countable product and inverse limits are computable un-
der mild computability assumptions. For the next two results, (Xn)n∈N will be a sequence of
uniformly computable metric spaces as in Theorem 2.40, and we will consider

∏
n∈N Xn with its

product computable metric space structure.

Proposition 4.11. Let Xn ⊂ Xn be a sequence of subsets and G ↷ Xn be a uniform sequence
of computable actions of the finitely generated group G. Then the component-wise action

G↷
∏
n∈N

Xn ⊂
∏
n∈N

Xn

is computable.

Proof. Let us fix g ∈ G. Let n ∈ N and let Ui be an effectively open subset ofXi for i ∈ {0, . . . , n}.
We verify that the preimage by g of

U = U0 × · · · × Un ×Xn+1 ×Xn+2 × . . .

is effectively open in
∏
n∈NXn and that this process is uniform in n and the Ui. Indeed,

g−1(U) = g−1(U0)× · · · × g−1(Un)×Xn+1 ×Xn+2 × . . .

This set is effectively open in
∏
n∈NXn, and it can be uniformly computed from n ∈ N and

a description of U0, . . . , Un because each of the g−1(Ui) is effectively open in Xi, and can be
uniformly computed from a description of Ui ⊂ Yi.
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Proposition 4.12. Let G↷ Xn be as in the previous statement, where each Xn is now assumed
to be an effectively closed subset of Xn. Let (πn)n≥1 be a sequence of uniformly computable
functions, where each πn+1 : Xn+1 → Xn is a topological factor map from G↷ Xn+1 to G↷ Xn.
Then the inverse limit system

lim
←−

Xn = {(xn) ∈
∏
n∈N

Xn : πn+1(xn+1) = xn, n ≥ 1}

is an effectively closed subset of
∏
n∈N Xn.

Proof. Let f :
∏
n∈NXn →

∏
n∈NXn be the function defined by (xn)n∈N 7→ (πn+1(xn+1))n∈N.

We claim that f is computable. We verify that the preimage by f of a set of the form

U = U0 × · · · × Un ×Xn+1 ×Xn+2 × . . .

is effectively open in
∏
n∈N Yn, uniformly on n and the Ui. Indeed, the preimage f−1 can be

written as
f−1(U) = π−11 (U0)× · · · × π−1n+1(Un)×Xn+1 ×Xn+2 × . . .

This set is effectively open uniformly on the Ui because (πn)n≥1 is a sequence of uniformly
computable functions. On the other hand, it is clear that lim

←−
Xn equals the set of fixed points

of f in
∏
n∈NXn. Then it follows from Proposition 2.26 that lim

←−
Xn is effectively closed.

4.3.3 Effective covers and partitions, and their associated subshifts
In this subsection we fix a recursively compact set X which lies in a computable metric space
X . We start by reviewing some standard terminology regarding covers and the construction of
a subshift from a cover. A cover P of X is a finite collection of sets whose union equals X. A
cover P is said to be open (resp. closed) if it consists on sets which are open in X (resp. closed
in X). We say that the cover P ′ refines P if every element in P ′ is contained in some element
of P. The join of two covers P ∨ P ′ is the cover {P ∩ P ′ : P ∈ P, P ′ ∈ P ′}. Given a group
action G↷ X and a finite subset F ⊂ G, we write

∨
g∈F g

−1P for the join of all g−1P for g ∈ F .
The diameter of the cover P is the maximum of the diameters of its elements. A cover P of X
is said to be generating for the group action G ↷ X if for each ε > 0 there is a finite subset
F ⊂ G such that

∨
g∈F g

−1P has diameter at most ε.
Given a cover of X labeled as P = {P0, . . . , Pn}, we define the subshift cover Y (G↷ X,P)

by

Y (G↷ X,P) = {y ∈ {0, . . . , n}G : there exists x ∈ X such that for every g ∈ G, g−1x ∈ Py(g)}.

The idea behind this definition is that every configuration in the subshift labels the orbit
of some element x ∈ X under the action G ↷ X by indicating the elements of P it hits. A
compactness argument shows that a configuration y lies in Y (G↷ X,P) if and only if for every
finite F ⊂ G and pattern p : F → {0, . . . , n} which occurs in y, the set

D(p) :=
⋂
g∈F

g−1(Pp(g)).

is nonempty. In particular, Y (G ↷ X,P) is indeed a subshift. Now we prove that this well
known construction is computable when the cover is made by effectively closed sets.

Definition 4.13. A cover P of X is called effective if its elements are effectively closed sets.
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Proposition 4.14. Let G ↷ X be a computable action of a finitely generated group, S be a
finite generating set of G, and let F (S) ↷ X be the induced action. Then the associated subshift
Y (F (S) ↷ X,P) is effective uniformly for all effective covers P.

Proof. It suffices to show that we can semi-decide, given an effective cover P and a pattern
p : W → F (S) with W ⊂ F (S) finite, whether D(p) = ∅. Observe that D(p) is an effectively
closed subset of X, uniformly in p and P. Indeed, each Pi is an effectively closed subset of X, the
preimage of an effectively closed set by a computable function is effectively closed, and the finite
intersection of effectively closed sets is effectively closed. Thus, we can uniformly semi-decide
whether D(p) is empty using the recursive compactness of X.

Remark 4.15. In what follows we focus on the construction of effective covers. These will be
obtained intersecting X with unions of closures of basic balls in X . Note that X is not assumed
to be a computable metric space, and this is the reason why we appeal to the space X .

Proposition 4.16. A cover of X whose elements are finite unions of elements of the form B∩X,
where B are basic balls in X , is effective.

Proof. This follows from the fact that X is effectively closed, and that the topological closure of
a basic ball in X is effectively closed (see Proposition 2.15).

The following construction provides a uniform sequence of refined effective covers at any
desired resolution.

Lemma 4.17. There is an algorithm which on input n ∈ N computes an effective cover Pn of
X with diameter at most 2−n, and such that for every n ∈ N, Pn+1 refines Pn and the inclusion
of elements in Pn+1 to elements in Pn is decidable uniformly on n. Moreover, if X is a zero
dimensional set, we can add the extra condition that every Pn is a partition of X.

Proof. Using the recursive compactness of X, one can compute a cover P0 of X made by the
intersection of X with (the closure of) basic balls of radius one. The algorithm now proceeds
inductively on n ∈ N. After it has computed P0, . . . ,Pn with the desired properties, it computes
Pn+1 as follows. Let {Vi}i∈N be a computable enumeration of all finite unions of basic balls. First
observe that there is a finite subset I of N such that the set {Vi : i ∈ I} satisfies the following
conditions:

1. Vi has diameter at most 2−(n+1).

2. Vi is contained in the interior of some of the elements of Pn

3. The union of Vi for i ∈ I contains X

4. If X is zero dimensional, then the sets Vi ∩X are disjoint.

The existence of such a finite set of basic balls satisfying the first three conditions follows from
the fact that X is compact and that the set {Vi : i ∈ N} is a basis for the topology. If X is zero
dimensional, then the last condition can be added because by Proposition 2.49 we can take the
basic sets to be clopen. We now observe that it is semi-decidable whether a finite subset I of N
satisfies the conditions above:

1. Finite unions of (the closure of) basic balls are computable sets, so the first condition is
routine,

2. the semi-decidability of the second follows from the fact that V i∩X is recursively compact
and the interior of the elements in the partition are effectively open,

33



3. the semi-decidability of the third condition follows directly from the recursive compactness
of X,

4. finally, for the fourth condition it suffices to note that in a recursively compact space it is
semi-decidable whether two effectively closed sets have empty intersection (recall that in a
recursively compact space we can semi-decide whether an effectively closed subset is empty,
the intersection of two effectively closed sets is effectively closed, and this is a computable
operation on the descriptions of the sets).

Thus we can compute a set I as desired by an exhaustive search, and finally set Pn+1 = {Vi∩X :
i ∈ I}.

Proposition 4.18. If G ↷ X admits a generating open cover, then it admits a generating
effective cover.

Proof. Let P be a generating open cover of G ↷ X. We construct a new cover P ′ as follows.
Let J be the collection of all sets of the form Bi ∩X which are contained in some element of P,
where Bi is a basic ball in X . The fact that basic balls constitute a basis for a topology of X ,
together with the compactness of X, imply that there is a finite subset J ′ ⊂ J which is an open
cover of X. As J ′ refines P, it follows that it is also a generating cover of G ↷ X. Finally we
define P ′ as the closed cover obtained by taking the topological closure of all elements in J ′. By
construction, P ′ is a closed cover of X which is generating for the action G↷ X, and it follows
from Proposition 4.16 that P ′ is an effective cover.

We remark that in the previous proposition we do not claim the cover P ′ to be computable
uniformly from a description of G↷ X, just its existence.

Proposition 4.19. If G↷ X admits a generating open cover and X is zero dimensional, then
G↷ X admits an effective generating cover which is also a partition.

Proof. It follows from the hypotheses that X admits a generating open cover P which is a
partition of X. Indeed, let P0 be an open cover for X which is generating for G ↷ X. As X is
zero-dimensional, there is an open cover P of X which refines P0 and constitutes a partition of
X. Observe that the cover P is also generating for G↷ X because it refines P0.

Repeating the construction in the proof of Proposition 4.18 with the cover P = {P0, . . . , Pn},
we obtain a finite open cover J ′ of X which refines P, and such that every element in J ′ has
the form B ∩X, where B is a basic ball in X . We define a new cover P ′ = {P ′0, . . . , P ′n} by the
following condition. For every i ∈ {0, . . . , n}, P ′i is the union of all elements in J ′ which are
contained in Pi. The fact that P is a partition of X implies that the same holds for P ′. It is also
clear that P ′ is a generating cover. We now verify that P ′ is an effective cover. Indeed, the fact
that P ′ is a partition implies that the elements of P ′ are closed in X. In particular we can write

P ′i = P ′i =
⋃
m∈M

Bm ∩X

whereM is a finite subset of N andBm are rational balls. Here topological closures can be taken in
X and in X . Both topological closures coincide because X is a closed subset of X and we consider
X with the subspace topology. It follows from the previous set equality and Proposition 4.16
that P ′ is also an effective cover.
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4.4 Proof of the main results
In this section we prove Theorem 4.2. Let us briefly recall the standard procedure to build a
zero-dimensional topological extension of a dynamical system G↷ X.

1. First we extract a sequence (Pn)n∈N of open covers of X with diameters tending to zero,
and associate to each one of them a subshift Yn.

2. Define the sequence of subshifts (Zn)n∈N where Zn =
∏
k≤n Yk with the coordinate-wise

shift, and consider the projection factor maps πn+1 : Zn+1 → Zn.

3. Define the inverse limit Z = lim
←−

Zn, this is a topological extension of G↷ X.

In our proof we effectivize this construction. For this reason we have proved effective versions
of some of the steps, such as infinite products, inverse limits, and subshifts associated to covers.
We start with the following observation for computable actions on zero dimensional spaces.

Proposition 4.20. Let G↷ X be a computable action, where X is zero-dimensional subset of a
computable metric space. Then G↷ X is topologically conjugate to a computable action G↷ Y ,
where Y is an effectively closed subset of {0, 1}N.

Proof. This follows by conjugating the action G ↷ X with a computable homeomorphism be-
tween X and an effectively closed subset of {0, 1}N, whose existence is guaranteed by Proposi-
tion 2.50.

We are now ready to present the proof of our main result.

Theorem 4.21 (Theorem 4.2). Let G ↷ X be an EDS, where G is a finitely generated and
recursively presented group. Then G ↷ X is the topological factor of a computable action of an
effectively closed subset of {0, 1}N.

Proof. We start by replacing G ↷ X by a computable representative, as defined in Section 4.2.
As explained at the beginning of this section, we will construct a topological extension of G↷ X
as the inverse limit of a sequence of subshifts.

Let S be a finite set of generators of G and F (S) be the free group generated by S. Let
F (S) ↷ X be the action induced from G↷ X and notice it is computable. We apply the tools
from Section 4.3.3 to the action F (S) ↷ X. Let (Pn)n∈N be a uniform sequence of effective covers
as in Lemma 4.17. For each Pn = {Pn0 , . . . , Pnmn

} we set An to be the alphabet {0, . . . ,mn},
and we let Y (F (S) ↷ X,Pn) be the subshift cover associated to the action F (S) ↷ X and the
cover Pn. By Proposition 4.14, each Y (F (S) ↷ X,Pn) is an effective subshift, and the sequence
(Y (F (S) ↷ X,Pn))n∈N is uniformly effective.

It is possible that some elements in F (S) which are mapped to the identity element in G
(and thus act trivially on X), act non-trivially on Y (F (S) ↷ X,Pn). Indeed, if w ∈ F (S) is
mapped to the identity element in G, and there are distinct i, j such that Pni ∩Pnj ̸= ∅, we could
associate distinct elements to 1F (S) and w, and thus w acts non-trivially on Y (F (S) ↷ X,Pn).
This is solved as follows. For each n, we define Yn by

Yn = Y (F (S) ↷ X,Pn) ∩ ÂGn ⊂ AF (S)
n ,

where ÂGn is the pullback of AGn to F (S). As G is recursively presented, the set ÂGn is effectively
closed (Proposition 3.20). As Yn is intersection of two effectively closed sets, then Yn is effectively
closed. Furthermore, as Y (F (S) ↷ X,Pn) is uniform and the second set in the intersection (ÂGn )
is the same for each n it follows that (Yn)n∈N is uniformly effectively closed.
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We now build a zero-dimensional topological extension of G ↷ X, and then we verify the
computability of the construction. We define a F (S)-subshift Zn on alphabet Bn = A0×· · ·×An
by the following two conditions:

1. Zn ⊂ Y0 × · · · × Yn.

2. For each z ∈ Zn and for each w ∈ F (S) with z(w) = (e0, . . . , en) we have

Pnen ⊂ · · · ⊂ P 0
e0 .

For each n, let πn+1 : Zn+1 → Zn be the map which removes the last component of the tuple.
Then let Z be the inverse limit of dynamical systems

Z = lim
←−

Zn = {(zn) ∈
∏
n∈N

Zn : πn+1(xn+1) = xn, n ≥ 1} ⊂
∏
n∈N

BF (S)
n .

We now go into some computability considerations. First observe that for each n ∈ N, Zn
is an effectively closed subset of BF (S)

n . As (Yn) is a uniform sequence of effectively closed sets,
we can semi-decide whether the first condition fails. Moreover the second defining condition of
Zn is decidable, uniformly on n, by construction of the sequence (Pn)n∈N (Lemma 4.17). Thus
(Zn)n∈N is a uniform sequence of effective F (S)-subshifts. It is also clear that (πn)n≥1 is a
uniform sequence of computable functions, which are also factor maps. Now we claim that Z is
a recursively compact subset of

∏
n∈NB

F (S)
n . This follows from three facts:

1. Z is an effectively closed subset of
∏
n∈NB

F (S)
n by Proposition 4.12.

2. The product
∏
n∈NB

F (S)
n is recursively compact by Theorem 2.40.

3. An effectively closed subset of a recursively compact computable metric space is recursively
compact (Proposition 2.19).

The action F (S) ↷
∏
n∈NB

F (S)
n is computable by Proposition 4.11, and then the same holds for

F (S) ↷ Z. By construction, every element w ∈ F (S) which corresponds to the identity element
in G acts trivially on Z, and thus we can define an action G ↷ Z by the expression gz = wz,
where w ∈ F (S) is any element with w = g. It remains to verify that G ↷ Z is a topological
extension of G↷ X. This is well known, but we sketch the argument for completeness.

We define a topological factor ϕ : Z → X as follows. First, for each n ∈ N we define νn : Z →
Yn as the function which sends z = (zn)n∈N to the configuration νn(z) given by νn(z)(w) =
(zn)(w)(n), the n-th component of (zn)(w) ∈ Bn. We now define ϕ(z) by the expression

{ϕ(z)} =
⋂
n∈N

Pnνn(z)(1F (S))
.

The function ϕ is well defined, as a nested intersection of nonempty compact sets with di-
ameter tending to zero must be a singleton. It is straightforward to verify that ϕ is continuous,
surjective, and it commutes with the actions G↷ X and G↷ Z.

We have proved that G ↷ Z is a computable action on a recursively compact and zero-
dimensional subset of a computable metric space, and that it is a topological extension of G↷ X.
Now by Proposition 4.20, the action G ↷ Z is topologically conjugate to a computable action
on an effectively closed subset of {0, 1}N. This finishes the proof.
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We end this section by proving that when the action admits a generating partition, the exten-
sion can be taken as an effective subshift. In the zero-dimensional regime this is the computable
version of the fact that subshifts are precisely the expansive actions on zero-dimensional sets.

Theorem 4.22. Let G↷ X be an EDS, where G is a finitely generated and recursively presented
group and the action admits a generating open cover. Then G↷ X is a topological factor of an
effective G-subshift.

Moreover, if X is zero-dimensional, then G ↷ X is topologically conjugate to an effective
G-subshift and the recursively presented hypothesis on G can be removed.

Proof. We first prove the result assuming that G is recursively presented. By Proposition 4.18,
G↷ X admits an effective generating cover P. Now let S be a finite set of generators of G and
let F (S) be the free group generated by S. Let F (S) ↷ X be the action induced by G ↷ X,
and consider the subshift Y (F (S) ↷ X,P) defined in Section 4.3.3. By Proposition 4.14 we have
that Y (F (S) ↷ X,P) is effective.

Observe that some elements in F (S) which are mapped to the identity element in G and
thus act trivially on X, have a non-trivial action on Y (F (S) ↷ X,P). In order to solve this, we
define Y by

Y = Y (F (S) ↷ X,P) ∩ ÂG,

where ÂG is the pullback of AG in F (S). As G is recursively presented, the set ÂG is
effectively closed (Proposition 3.20), and thus Y is an effective subshift.

It is a standard fact thatX is a topological factor of Y thanks to the fact that P is a generating
cover. We sketch the argument for completeness. Let (Fn)n∈N be an increasing sequence of finite
subsets of F (S) whose union is F (S). For each y ∈ Y (F (S) ↷ X,P), we define D(y) as the
following subset of X:

D(y) =
⋂
n∈N

D(y|Fn).

Recall that D(p), for a pattern p, was defined in Section 4.3.3. For each y ∈ Y the set D(y) is a
singleton, being a nested intersection of nonempty compact sets with diameter tending to zero.
Indeed, for each n the set D(y|Fn

) is contained in the cover
∨
g∈Fn

g−1P, and the diameters of
these elements tend to zero by definition of generating cover.

We can now define a topological factor map ϕ : Y → X by the expression

{ϕ(y)} = D(y).

It is straightforward to verify that ϕ is continuous, surjective, and it commutes with the
actions G↷ X and G↷ Y .

We have proved the claim for recursively presented groups. We now prove that if X is zero-
dimensional, the hypothesis that G is recursively presented can be removed. Note that if X
is zero-dimensional, then by Proposition 4.19 we can assume that P is also a partition, which
makes ϕ injective, and therefore a topological conjugacy. In particular, it preserves the set of
group elements which act trivially. More precisely, recall that F (S) ↷ X is the action induced
by G ↷ X. As F (S) has decidable word problem, the previous construction shows that the
action F (S) ↷ X is topologically conjugate to an effectively closed F (S)-subshift Y . Being a
topological conjugacy, every element in F (S) which maps to the trivial element of G must act
trivially on Y . Thus we can define a G-subshift Z given by

Z = {z ∈ AG : there exists y ∈ Y where y(w) = z(w) for every w ∈ F (S)}.

It is straightforward that the pullback Ẑ to F (S) is precisely Y , and thus Z is an effective
G-subshift as required.
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4.5 Simulation by subshifts of finite type
The main motivation behind Theorem 4.2 is that it can be used to enhance several results in the
literature that characterize zero-dimensional effective dynamical systems as topological factors
of subshifts of finite type. We shall provide a general definition that will help us to summarize
most of these results.

Consider two groups G,H and suppose there exists an epimorphism ψ : G→ H, that is, that
H is a quotient of G. Given an action H ↷ X, recall that the induced action of H ↷ X to G
is the action G↷ X which satisfies that g · x = ψ(g) · x for every g ∈ G.

Definition 4.23. Let G and H be finitely generated groups and ψ : G→ H be an epimorphism.
We say G simulates H (through ψ) if for every effectively closed set X ⊂ {0, 1}N and every
computable action H ↷ X there exists a G-SFT Y such that the induced action G ↷ X is a
topological factor of G↷ Y .

If the map ψ in the definition above is clear then we don’t mention it (for instance, if G is a
direct product of H with another group we assume that ψ is the projection to H). Furthermore,
if ψ is an isomorphism, we say that G is a self-simulable group. Let us briefly summarize a
few of the simulation results available in the literature

Theorem 4.24. The following simulation results hold

1. [Hoc09] G = Z3 simulates Z.

2. [BS19] Let H be a finitely generated group, d ≥ 2 and φ : H → GLd(Z). Then the semidirect
product G = Zd ⋊φ H simulates H (through the projection epimorphism).

3. [Bar19] Let H,G1, G2 be finitely generated groups. Then G = H ×G1 ×G2 simulates H.

4. [BSS23] Let H,K be finitely generated groups, suppose H is nonamenable and that K has
decidable word problem, then G = H ×K simulates H.

5. [BSS22] The following groups are self-simulable:

• The direct product of any two finitely generated nonamenable groups.

• The general linear group GLn(Z) and the special linear group SLn(Z) for n ≥ 5.

• Thompson’s group V and the Brin-Thompson’s groups nV for n ≥ 1.

• Finitely generated non-amenable Branch groups.

• The automorphism group Aut(Fn) and the outer automorphism group Out(Fn) of the
free group Fn on n generators for n ≥ 5.

• The braid groups Bn for n ≥ 7 strands.

We can enhance all of the above results using Theorem 4.2.

Theorem 4.25. Let G,H be finitely generated groups and ψ : G → H be an epimorphism.
Suppose further that H is recursively presented. Then G simulates H if and only if for every
effective dynamical system H ↷ X the induced action of G is a topological factor of a G-SFT.

Proof. Suppose first that for every EDS H ↷ X the induced action of G is a topological factor
of a G-SFT. As a computable action on an effectively closed zero-dimensional set is in particular
an EDS, it follows that G simulates H.

38



Conversely, let H ↷ X be an EDS. As H is recursively presented, Theorem 4.2 implies that
there exists an effectively closed set X̃ ⊂ {0, 1}N and a computable action H ↷ X̃ such that
H ↷ X is a topological factor of H ↷ X̃. Taking the induced action of G of these two actions it
follows that G ↷ X is a topological factor of G ↷ X̃. As G simulates H, there exists a G-SFT
Y which factors onto G↷ X̃ and thus onto G↷ X.

Let us illustrate how Theorem 4.2 can be applied with a few examples.

Example 4.26. The action GLn(Z) ↷ Rn/Zn by left matrix multiplication is an EDS. For n ≥ 5
the group GLn(Z) is both recursively presented and self-simulable, thus it follows by Theorem 4.3
that there exists a GLn(Z)-SFT which topologically factors onto GLn(Z) ↷ Rn/Zn.

Example 4.27. Let {βi}4i=1 be four computable points in R/Z. Consider F2 × F2 = ⟨a1, a2⟩ ×
⟨a3, a4⟩ and the action F2 × F2 ↷ R/Z given by ai · x = x + βi mod Z for i ∈ {1, . . . , 4} and
remark that this action is in fact the pullback of an action Z4 ↷ R/Z. As F2 × F2 is recursively
presented and self-simulable, it follows by Theorem 4.3 that there exists an (F2×F2)-SFT which
topologically factors onto F2 × F2 ↷ R/Z.

Example 4.28. Let G be a group, n ≥ 2 and consider ∆n(G) ⊂ Gn the space of all n-tuples of
elements of G whose product is trivial, that is

∆n(G) = {(x1, . . . , xn) ∈ Gn : x1 · · ·xn = 1G}

The braid group Bn on n strands acts on ∆n(G) by

σi(x1, . . . , xi−1, xi, xi+1, . . . , xn) = (x1, . . . , xi−1, xi+1, x
−1
i+1xixi+1, xi+2, . . . , xn).

Where 1 ≤ i ≤ n − 1 and σi is the element of Bn which crosses strands i and i + 1 (for the
definition of braid group, refer to [BB05]). If we let G be any compact topological group which
admits a computable structure such that group multiplication is a computable map, for instance
the group of unitary complex matrices G = U(k) ⩽ GLk(C) for some k ≥ 1, then ∆n(G) is an
effectively closed set of Gn and the action Bn ↷ ∆n(G) is computable. It follows that if n ≥ 7
then there exists a Bn-SFT which topologically factors onto Bn ↷ ∆n(G).

In [BSS22] it was proven that Thompson’s group F is self-simulable if and only if F is
non-amenable, which is a longstanding open question. We can therefore strengthen the charac-
terization of the potential amenability of F in the following way:

Corollary 4.29. Thompson’s group F is amenable if and only if there exists an EDS F ↷ X
which is not the topological factor of an F -SFT.

In the literature, there are a few simulation results which apply exclusively to expansive maps.
More precisely, let G and H be finitely generated groups and ψ : G→ H be an epimorphism. We
say G simulates expansive actions of H (through ψ) if for every effective subshift X ⊂ AH

there exists a G-SFT Y such that the pullback subshift G↷ X is a topological factor of G↷ Y .
The most famous results are due to Aubrun and Sablik [AS13] and Durand, Romaschenko and
Shen which state that Z2 simulates expansive actions of Z (through the projection epimorphism).

In light of Theorem 4.22, we can improve the expansive simulation theorems in the following
way:

Theorem 4.30. Let G,H be finitely generated groups and ψ : G → H be an epimorphism.
Suppose that H is recursively presented, then G simulates expansive actions of H if and only
if for every effective dynamical system H ↷ X which admits a generating cover (in particular,
every expansive EDS) the induced action of G is a topological factor of a G-SFT.
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4.6 Subshifts that are EDS
In this section we compare the notion of EDS with that of effective subshift, defined in Chapter 3.
The following result shows that given a subshift X, the action G↷ AG admits some computable
representative exactly when the pullback defined in Chapter 3 is a computable representative.

Proposition 4.31. Let G be a finitely generated group. A subshift X ⊂ AG is an EDS if and
only if it is effective.

Proof. Let us recall that for a finitely generated group G a subshift X ⊂ AG is effective if its
pullback into the full shift AF (S) is an effectively closed set. We already argued in Proposition 3.20
that every effective subshift is an EDS. Let us fix a finite set of generators S of G and denote
by X̂ ⊂ AF (S) the subshift induced by X on the free group F (S). Suppose that G ↷ X is
topologically conjugate to a computable action on an effectively closed subset Y of a recursively
compact metric space. By Proposition 4.20, we may assume without loss of generality that Y
is an effectively closed subset of {0, 1}N with the canonical computable structure. As G↷ X is
topologically conjugate to G↷ X̂, there is a topological conjugacy ϕ : Y → X̂. For every a ∈ A,
let [a] = {x̂ ∈ X̂ : x̂(1F (S)) = a}. As ϕ is a homeomorphism, we have that Ca = ϕ−1([a]) is a
finite union of cylinder sets in Y and thus an effectively closed subset of Y .

We claim that there exists an algorithm that given W ⋐ F (S) and a pattern p : W → A,
accepts if and only if [p] ∩ X̂ = ∅. Indeed, given such a p, we may compute a description of
Cp =

⋂
w∈W w · Cp(w). As the action G ↷ Y is computable, it follows that each w · Cp(w) is

an effectively closed set and thus, as the intersection of finitely many effectively closed sets is
effectively closed, one may algorithmically detect whether Cp = ∅, which occurs precisely when
[p] ∩ X̂ = ∅. It follows that the collection Fmax = {p is a pattern : [p] ∩ X̂ = ∅} is recursively
enumerable. As Fmax is the maximal set of patterns which defines X̂, it follows that X̂ is an
effectively closed set.

We remark that for an effective cover P of a recursively compact metric space X, the subshift
Y (G ↷ X,P) from Proposition 4.14 is ECP but not necessarily effective (see Definition 3.15).
This is fundamentally the reason why we need to ask that G is recursively presented in Theo-
rem 4.2.

4.7 Topological factors of effective dynamical systems
We begin by showing that the class of EDS is not closed by topological factors. This shows
that subshifts of finite type on certain groups may have factors that are not EDS. However, we
shall show that under certain conditions such as having topological zero dimension, we can still
provide computational restrictions that said factors must satisfy.

Given an action G↷ X, we define its set of periods as

Per(G↷ X) = {g ∈ G : there is x ∈ X such that gx = x}

The following lemma holds in general for any finitely generated group with decidable word
problem. However, we shall only need it for the special case of Z-actions.

Lemma 4.32. Let Z ↷ X be an EDS. Then Per(Z ↷ X) is a co-recursively enumerable set.

Proof. We will prove that the complement of Per(Z ↷ X) is a recursively enumerable subset
of Z. Without loss of generality, replace Z ↷ X by a computable representative. Then the
product space X2 is recursively compact and thus the diagonal ∆2 = {(x, x) ∈ X2 : x ∈ X}
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is an effectively closed subset and thus also recursively compact. As Z ↷ X is computable, it
follows that the collection of diagonal maps fn : X2 → X2 given by (x, y) 7→ (Tn(x), y) for n ∈ Z
is uniformly computable, and thus the collection of sets Yn = f−1n (∆2) is uniformly recursively
compact. It follows that we can recursively enumerate the integers n such that Yn ∩∆2 = ∅. In
other words, the set

Z \ Per(Z ↷ X) = {n ∈ Z : Yn ∩∆2 = ∅},

is recursively enumerable.

The set of periods is an invariant of topological conjugacy, therefore any action Z ↷ X for
which the set of periods is not co-recursively enumerable cannot be topologically conjugate to
an EDS.

Proposition 4.33. The class of EDS is not closed under topological factor maps.

Proof. Let us consider

X = {0} ∪
{
z ∈ C : |z| = 1

n
for some integer n ≥ 1

}
.

And let T : X → X be given by T (z) = z exp (2πi|z|). It is clear that X is a recursively compact
subset of C with the standard topology and that T is a computable homeomorphism which
thus induces a computable action Z ↷ X. The map T consists of rational rotations on each
circle where the period is given by the inverse of the radius, and thus it is easy to see that
Per(Z ↷ X) = Z.

T

X

S

Y

f

Figure 4.1: A representation of the actions Z ↷ X and Z ↷ Y .

Now let A ⊂ N \ {0} be some infinite set and let Y ⊂ C be given by

Y = {0} ∪
{
z ∈ C : |z| = 1

n
for some n ∈ A

}
.

Similarly, the map S : Y → Y given by S(z) = z exp (2πi|z|) is a homeomorphism which induces
an action Z ↷ Y .
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Let f : X → Y be the map given by

f(z) =

{
z if |z| ∈ A for some n ∈ A,

0 if |z| /∈ A.

It is clear from the definition that f is a continuous, surjective map such that f ◦T = S◦T and
thus a topological factor map from Z ↷ X to Z ↷ Y . However, notice that Per(Z ↷ Y ) = ZA,
that is, the set of integers which are integer multiples of some element of A.

Notice that as the set of prime numbers is decidable, then a subset A of prime numbers is
co-recursively enumerable if and only if ZA is co-recursively enumerable. In particular, if we take
A which is not co-recursively enumerable we would have that Per(Z ↷ Y ) is not co-recursively
enumerable either and thus Z ↷ Y cannot be an EDS.

Proposition 4.34. The class of EDS is not closed under topological factor maps, even if we
restrict to zero-dimensional spaces.

Proof. For each n ∈ N, let Xn = {0, . . . , n}, and let tn = (1 2 . . . n) be the permutation on Xn

which fixes 0 and cyclically permutes 1 7→ 2 7→ 3 7→ · · · 7→ n 7→ 1. Now define Yn as the product
X0 × · · · × Xn, and sn as the map on Yn which applies t0, . . . , tn component-wise. We define
πn+1 as the map Yn+1 → Yn which removes the last component of the tuple, this is a factor map
from Yn+1 to Yn with their respective actions. We now define Y as the inverse limit of sequence

. . .
πn+2−−−→ Yn+1

πn+1−−−→ Yn
πn−−−→ . . .

π1−−−→ Y0.

It is straightforward to verify that the set Y endowed with the component-wise action is a
zero dimensional EDS. Let A ⊂ N. We now define a topological factor of Y called YA.

For each n define gn : Xn → Xn, as follows. For n ̸∈ A, gn sends everything to 0. For n ∈ A,
gn is the identity function on Xn. Now define fn : Yn → Yn as the function which on component
n applies gn. Then fn is an endomorphism of Yn with the action induced by sn. Finally, define F
as the endomorphism of Y which in component n applies fn and let YA be the image of F , which
is a compact subset of

∏
n∈N Yn by the continuity of F . We endow YA with the componentwise

action inherited as a subsystem of Y .
As in the previous construction, it suffices to take A as a set of primes which is not co-

recursively enumerable. In this case, YA is a zero-dimensional topological factor of the zero
dimensional EDS Y , but it cannot be an EDS because its set of periods is exactly ZA which is
not co-recursively enumerable.

Even if the class of EDS is not closed under topological factor maps, it is reasonable to assume
that a factor of an EDS should still satisfy some sort of computability constraint. With the aim
of understanding this class in the case of zero-dimensional spaces, we introduce a notion of weak
EDS which will turn out to be stable under topological factor maps.

Definition 4.35. An action G ↷ X with X ⊂ AN is a weak effective dynamical system
(WEDS) if for every clopen partition P = (Pi)

n
i=1 of X the subshift

Y (G↷ X,P) = {y ∈ {1, . . . , n}G : there is x ∈ X such that for every g ∈ G, g−1x ∈ Py(g)}.

is effective.

Notice that for an action G ↷ X with X ⊂ AN to be a WEDS, it suffices to check the
condition on the clopen partitions Pn = {[w] : w ∈ An and [w]∩X ̸= ∅} as this family of clopen
partitions refines any other clopen partition. As G ↷ X can be obtained as the inverse limit of
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the shift action on the Y (G ↷ X,Pn), we may also define a WEDS as an action that can be
obtained as the inverse limit of a sequence of effective subshifts. Notice that we do not require
the sequence to be uniform in this definition.

Remark 4.36. Notice that any expansive WEDS G ↷ X is automatically an EDS, as in this
case G ↷ X is topologically conjugate to Y (G ↷ X,P) for any partition with small enough
diameter and thus we have that G↷ X is an EDS.

Proposition 4.37. If G↷ X is a zero dimensional EDS, then it is a WEDS.

Proof. Let P be a cover of X formed of disjoint clopen sets and let S be a finite set of generators
for G. Let us consider the action of the free group F (S) ↷ X induced by the action G ↷ X.
We proved in Proposition 4.14 that the subshift Y (F (S) ↷ X,P) is effective and thus an EDS.
We now prove that Y (G ↷ X,P) is an EDS. For this it suffices to prove that every w ∈ F (S)
with w = 1G acts trivially on Y (G ↷ X,P), as then we have a topological conjugacy between
G↷ Y (G↷ X,P) and G↷ Y (F (S) ↷ X,P).

Assume that wy ̸= y for some y in Y (F (S) ↷ X,P) in order to obtain a contradiction. We
can assume that wy and y differ in 1F (S) by shifting y. By definition, this means that there
is some element x ∈ X such that x ∈ Py(1F (S)) and x ∈ Pwy(1F (S)). This is a contradiction, as
the computable map associated to w is the identity and thus the sets Py(1F (S)), Pwy(1F (S)) are
disjoint.

Next we show that the class of WEDS is closed under topological factors.

Proposition 4.38. Let G↷ X be a WEDS and G↷ Y be a zero-dimensional topological factor.
Then G↷ Y is a WEDS.

Proof. Denote by f : X → Y the topological factor map and let P = (Pi)
n
i=1 be a clopen

partition of Y . Then Q = (f−1(Pi))
n
i=1 is a clopen partition of X. As X is WEDS, we obtain

that Y (G↷ X,Q) is an effective subshift. As Y (G↷ X,Q) = Y (G↷ Y,P), we obtain that Y
is a WEDS.

As an immediate corollary of and Proposition 4.38 we obtain:

Corollary 4.39. Every zero-dimensional topological factor of a zero-dimensional EDS is a
WEDS.

Finally, putting this result together with Theorem 4.2 we obtain the following general result.

Proposition 4.40. Let G be a finitely generated and recursively presented group, G↷ X be an
EDS and G↷ Y be a zero-dimensional topological factor. Then G↷ Y is a WEDS.

Proof. As G is recursively presented, by Theorem 4.2 there is a zero-dimensional EDS extension
of G ↷ X. Then G ↷ Y is a topological factor of this zero-dimensional extension and thus by
Proposition 4.37 we obtain that it is a WEDS.

We have proved that for zero dimensional systems, the class of EDS is different to the class of
WEDS. Indeed, the example constructed in Proposition 4.34 is not an EDS, but it follows from
Proposition 4.40 that is a WEDS.

Corollary 4.41. Let G ↷ X be an EDS and G ↷ Y be an expansive and zero-dimensional
topological factor. If X is zero-dimensional or G is recursively presented then G↷ Y is an EDS.

Corollary 4.42. The class of effective subshifts is closed under topological factor maps.

43



We remark that Corollary 4.42 can also be obtained through the Curtis-Hedlund-Lyndon
theorem (Proposition 3.13) We finish this section with the following question which we were
unable to answer.

Question 4.43. Is it true that any WEDS is the topological factor of some EDS?
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Chapter 5

Medvedev degrees of subshifts

In this chapter we present the results obtained by the author and Sebastián Barbieri in [BC24],
with the addition of one result proved by the author in [Car24c]. These results concern a
dynamical invariant for subshifts of recursion-theoretical origin called Medvedev degrees. This
invariant can be used to compare the complexity of subshifts that contain only uncomputable
configurations. We study how these degrees can be transferred from one group to another
through algebraic and geometric relations, such as quotients, subgroups, translation-like actions
and quasi-isometries. We use these tools to study the possible values taken by this invariant
on subshifts of finite type on some finitely generated groups. We obtain a full classification
for some classes, such as virtually polycyclic groups and branch groups with decidable word
problem. We also show that all groups which are quasi-isometric to the hyperbolic plane admit
SFTs with nonzero Medvedev degree. Furthermore, we provide a classification of the degrees of
sofic subshifts for several classes of groups.
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5.5.4 Beyond Π0
1 Medvedev degrees . . . . . . . . . . . . . . . . . . . . . . . 66

5.1 Introduction
Hanf and Myers proved the existence of a Z2-SFT for which every configuration is an uncom-
putable function [Han74; Mye74]. This result can be further refined using the language of
Medvedev degrees. Informally, the Medvedev degree of a set measures the algorithmic complex-
ity of computing one of its elements, and can be used to meaningfully distinguish sets without
computable points. A formal definition of Medvedev degrees is given in Section 5.2.

In this work we propose a systematic study of Medvedev degrees as a topological conjugacy
invariant for subshifts on groups. These degrees form a lattice and capture the algorithmic
complexity of a subshift. For instance, the Medvedev degree of a subshift is zero exactly when it
has computable configurations. As a measure of complexity, the Medvedev degree of a subshift
shares some properties with topological entropy for amenable groups: it does not increase under
factor maps, and behaves nicely with direct products and disjoint unions. These properties hold
for subshifts on any finitely generated group, with no assumption on the complexity of its word
problem or amenability.

The main goal of this project is to study the following classification problem:

Problem 5.1. Given a finitely generated group G, what is the class of Medvedev degrees of
G-SFTs?

Remarkable effort has been put into classifying the possible values of topological entropy
for SFTs. Lind [Lin84] provided a full classification of the entropies of Z-SFTs, Hochman and
Meyerovitch provided a classification for Zd-SFTs for d ≥ 2, the first author extended their
classification to several classes of amenable groups [Bar21], while Bartholdi and Salo recently
extended it to Baumslag-Solitar and Lamplighter groups [BS24b]. This work can be thought of
as an analogous effort for Medvedev degrees.

State of the art

There is a complete answer for Zd, d ≥ 1. Indeed, it is well-known that every nonempty Z-SFT
has finite orbits which implies that its Medvedev degree is zero. On the other hand, Simpson
proved that the class of Medvedev degrees of nonempty SFTs on Zd, d ≥ 2 is the class of Π0

1

degrees [Sim14]. This result implies and refines greatly the result of Hanf and Myers [Han74;
Mye74]. In addition, nonempty SFTs with nonzero Medvedev degree have been constructed on
Baumslag Solitar groups BS(n,m), n,m ≥ 1 [AK13], and the lamplighter group [BS24b].

We also mention that for the more general class of effective subshifts on Z, Medvedev degrees
have been characterized as those Π0

1 degrees by Miller [Mil12], and that Medvedev degrees of
subshifts have been considered in [Hoc; Bal13] in relation to the existence of systems that are
universal for factor maps.

Main results

Given a finitely generated group G, we denote by MSFT(G) the class of Medvedev degrees of G-
SFTs. First we observe that if G is recursively presented, then MSFT(G) must be contained in the
class of Π0

1 degrees (see Observation 5.6). In order to study Problem 5.1, we study the behaviour
of MSFT(G) and some variants with respect to different group theoretical relations, such as
subgroups (Corollary 5.11), commensurability (Proposition 5.13), quotients (Proposition 5.14),
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translation-like actions (Propositions 5.20 and 5.23 and Corollary 5.21), and quasi-isometries
(Lemma 5.26 and Corollary 5.31).

We provide a full classification of MSFT(G) for virtually polycyclic groups (Theorem 5.37),
namely, we show that for a virtually polycyclic group G which is virtually cyclic then MSFT(G)
consists of only the zero degree, and otherwise MSFT(G) is the class of all Π0

1 Medvedev degrees.
We also show that MSFT(G) is this latter class for direct products of infinite groups with decidable
word problem (Theorem 5.38), and branch groups with decidable word problem (Corollary 5.39).
Without hypotheses on the word problem, we are still able to show that all direct products of
infinite groups, and infinite branch groups admit SFTs with nonzero Medvedev degree (Theo-
rem 5.40). Furthermore, we prove that all groups which are quasi-isometric to the hyperbolic
plane admit SFTs with nonzero Medvedev degree (Theorem 5.42).

For some groups where we are not able to compute MSFT(G) we can still prove that the class
MSOF(G) of Medvedev degrees of sofic subshifts equals the class of Π0

1 Medvedev degrees. This is
done coupling our results with existing results about Medvedev degrees of effective subshifts, and
existing simulation results. Simulation results relate sofic subshifts on one group with effective
subshifts on a different group (see Section 5.4.5 for a precise definition).

We prove that MSOF(G) equals the class of Π0
1 Medvedev degrees for all infinite finitely

generated groups with decidable word problem that simulate some other group verifying the
same hypotheses (Proposition 5.46). This result covers self-simulable groups with decidable
word problem, such as Thompson’s V , GLn(Z), SLn(Z), Aut(Fn) and Out(Fn) for n ≥ 5, where
Fn denotes the free groups on n generators [BSS22]. By the results in [BS24a], this also applies
to the Baumslag-Solitar groups BS(1, n), n ≥ 1, and the lamplighter group.

Open problems

Let us note that a finitely generated group admits a nonempty SFT with nonzero Medvedev
degree if and only if it admits a sofic subshift with nonzero Medvedev degree. However, this
does not necessarily imply that MSFT(G) = MSOF(G). This raises the question of whether every
sofic G-subshift admits an SFT extension with equal Medvedev degree (Question 5.49). This is
a Medvedev-degree version of the question of whether every sofic subshift on an amenable group
admits an equal entropy SFT extension (see [HM10, Problem 9.4]).

The classical observation that Z-SFTs can only achieve the zero degree can be easily general-
ized to virtually free groups (Proposition 5.36). In every other finitely generated and recursively
presented group where the set MSFT(G) is known, it is the set of all Π0

1 degrees. This leads us to
conjecture (Conjecture 5.48) that for every infinite, finitely generated and recursively presented
group which is not virtually free, then MSFT(G) is the set of all Π0

1 Medvedev degrees.
For finitely generated groups which are not recursively presented, the Π0

1 bound may not
hold. In that context we pose the less ambitious conjecture that is G is finitely generated
and not virtually free, then there exists a nonempty G-SFT with nontrivial Medvedev degree
(Conjecture 5.53).

Overall, we expect that positive solutions to any of these two conjectures would be rather dis-
tant with the existing techniques. Conjecture 5.53 would imply a positive solution to Carroll and
Penland’s conjecture about groups admitting weakly aperiodic SFTs [CP15], and to Ballier and
Stein’s conjecture about groups with undecidable domino problem [BS18] (see Observation 5.54).
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5.2 Medvedev degrees and basic properties

5.2.1 The lattice of Medvedev degrees and the sublattice of Π0
1 degrees

Here we provide a brief review of the lattice of Medvedev degrees M. These degrees were
introduced in [Med55] with the purpose of relating propositional formulas with mass problems.
Important sources are the surveys [Hin12], [Sor96], see also [LSS11].

Intuitively, a mathematical problem P has a higher Medvedev degree than a mathematical
problem Q if every solution to the problem P can be used to compute a solution to the problem
Q. This intuition can be made precise by defining a pre-order relation ≤ on subsets of {0, 1}N,
where each set is interpreted as the set of solutions of a fixed mathematical problem. Given
two sets P,Q ⊂ {0, 1}N, we say that P is Medvedev reducible to Q when there is a partial
computable function Ψ on {0, 1}N, defined on Q and such that Ψ(Q) ⊂ P . We abbreviate this
relation by P ≤ Q. We say that P is Medvedev equivalent to Q if both P ≤ Q and Q ≤ P .
The set M of Medvedev degrees is the set of equivalence classes of {0, 1}N modulo Medvedev
equivalence. Notice that Medvedev reduction induces a partial order on M, and we will use the
same symbol ≤ to compare Medvedev degrees. We denote the Medvedev degree of a set P by
m(P ).

The partially ordered set (M,≤) is indeed a distributive lattice: there is a minimal element
denoted 0M called the trivial degree, an operation ∧ of infimum, an operation ∨ of supremum,
and a maximal element that here will be denoted 1M. Given two sets P and Q, we have the
following:

• m(P ) = 0M when P has a computable element. In intuitive terms, a mathematical problem
is easy with this complexity measure when it has at least one computable solution.

• m(P ) = 1M when P is empty. In intuitive terms, a mathematical problem has maximal
complexity with this complexity measure when it has no solution.

• m(P ) ∨m(Q) equals the degree of the set {x ∈ {0, 1}N : (x2n)n∈N ∈ P and (x2n+1)n∈N ∈
Q}. In intuitive terms, m(P ) ∨m(Q) is the difficulty of solving both problems P and Q
simultaneously.

• m(P ) ∧m(Q) equals the degree of the set {0x : x ∈ P} ∪ {1x : x ∈ Q}. Here 0x stands
for the concatenation of the finite word 0 with the infinite sequence x. In intuitive terms,
m(P ) ∧m(Q) is the difficulty of solving at least one of the problems P and Q.

In this chapter we will use the following terminology:

Definition 5.2. A subset of {0, 1}N is called Π0
1 when it is an effectively closed set in the sense

of Chapter 2.

A sublattice of (M,≤) that will be relevant for us is that of Π0
1 degrees. These are the

degrees of nonempty Π0
1 subsets of {0, 1}N. This lattice contains the minimal element 0M, but

also contains a maximal element which corresponds to the degree of the class of all PA-complete
sets. See [Cen99] for a survey on these results.

5.2.2 Medvedev degrees as a dynamical invariant for shift spaces
The goal of this section is to define Medvedev degrees of subshifts of AG, where G is an arbitrary
finitely generated group. This will be done through the pullback subshift, defined in Chapter 3.
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Definition 5.3. Let G be a finitely generated group and let X ⊂ AG be a subshift. Let X̂ be
the pullback subshift of X defined in Definition 3.8. We define the Medvedev degree m(X) as
m(X̂).

This definition is independent of the chosen generating set of G by Remark 3.9. We now
prove some simple facts about m as a dynamical invariant for subshifts. Given two subshifts
X,Y , denote by X × Y their direct product as dynamical systems and by X ⊔ Y their disjoint
union.

Proposition 5.4. Let G be a finitely generated group and let X, Y be G-subshifts.

1. If there is a topological morphism from X to Y , then m(X) ≥ m(Y ). In particular, the
Medvedev degree of a subshift does not increase under factors and is a topological conjugacy
invariant.

2. m(X × Y ) = m(X) ∨m(Y ).

3. m(X ⊔ Y ) = m(X) ∧m(Y ).

Proof. If there is a topological morphism ψ : X → Y , then there is also a topological morphism
ψ̂ : X̂ → Ŷ . But then ψ̂ is computable by Proposition 3.12, so we have m(X̂) ≥ m(Ŷ ). It follows
that m(X) ≥ m(Y ). We now prove the second claim. We identify X × Y with the subshift

Z = {(x(g), y(g))g∈G : x, y ∈ X,Y }.

By our discussion above, X̂ and Ŷ are recursively homeomorphic to sets P,Q ⊂ {0, 1}N. Using
this fact, it is straightforward that Ẑ is recursively homeomorphic to {x ∈ {0, 1}N : (x2n)n∈N ∈
P and (x2n+1)n∈N ∈ Q}. As the Medvedev degree of this set equals m(P )∨m(Q), it follows that
m(Z) = m(X) ∨m(Y ).

Again, by taking a topologically conjugate version of X ⊔ Y , we can assume that A and B
are disjoint alphabets, and that Z = X ∪ Y is a subshift on alphabet A ∪ B. By our discussion
above, X̂ and Ŷ are recursively homeomorphic to sets P,Q ⊂ {0, 1}N. Using this fact, it is
straightforward that Ẑ is recursively homeomorphic to {0x : x ∈ P} ∪ {1x : x ∈ Q}. As the
Medvedev degree of this set equals m(P ) ∧m(Q), it follows that m(Z) = m(X) ∧m(Y ).

We recall that effective subshifts are defined in Definition 3.8.

Definition 5.5. Let G be a finitely generated group. We denote

1. MSFT(G) = {m(X) : X is a nonempty G-SFT}.

2. MSOF(G) = {m(X) : X is a nonempty sofic G-subshift}.

3. MEFF(G) = {m(X) : X is a nonempty effective G-subshift}.

It is immediate that all three of the above classes are invariants of isomorphism, as subshifts
in two isomorphic groups can be lifted through pullbacks to the same free group. Moreover, each
of these three sets is a sublattice: it is closed under the operations ∨ and ∧ and always contains
0M. This follows from Proposition 5.4 and the fact that the classes of SFTs, sofic, and effective
subshifts are closed by direct products and disjoint unions.

Next we will review the basic relations between these three sets. As every SFT is sofic,
we have MSFT(G) ⊂ MSOF(G). If G is recursively presented then sofic subshifts are effective
(Proposition 3.19), so MSOF(G) ⊂ MEFF(G). It follows from the definition that an effective
subshift has a Π0

1 Medvedev degree. As sofic subshifts and SFTs are effective whenG is recursively
presented, we have the following:
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Observation 5.6. Let G be a recursively presented group. Then all three classes MSFT(G),
MSOF(G) and MEFF(G) are contained in the class of Π0

1 degrees.

We remark that some non-recursively presented groups only admit the trivial effective action
[BSS22, Proposition 2.10]). For these groups we have MEFF(G) = {0M}. This shows that the
inclusion MSOF(G) ⊂ MEFF(G) requires the hypothesis of recursive presentation.

5.3 Transference results
Next we shall study how the space of Medvedev degrees of subshifts on groups behaves with
respect to basic relations in group theory.

5.3.1 Elementary constructions
Let ρ : G→ H be a group homomorphism. Then ρ induces a map ρ∗ : AH → AG through

ρ∗(x)(g) = x(ρ(g)) for every x ∈ AH , g ∈ G.

It is clear from the above definition that for any subshift X ⊂ AH , then ρ∗(X) ⊂ AG is also a
subshift.

Lemma 5.7. For any finitely generated group G, epimorphism ρ : G→ H and subshift X ⊂ AH ,
we have

m(X) = m(ρ∗(X)).

Proof. Note first that as G is finitely generated and ρ is an epimorphism, then H is also finitely
generated. Fix finite symmetric generating sets S,U for G and H respectively. Let X̂ be the
pullback of X to F (U). For each s ∈ S, let ρ̄(s) ∈ U∗ be a word which represents ρ(s) in H. For
x̂ ∈ X̂, we can define ŷ : F (S) → A by

ŷ(s1 . . . sn) = x̂(ρ̄(s1) . . . ρ̄(sn)).

It is clear that ŷ ∈ ρ̂∗(X) and that the map which sends x̂ to ŷ is computable. It follows that
m(ρ∗(X)) ≤ m(X).

Conversely, for every u ∈ U , fix wu ∈ S∗ such that ρ(wu) = u. Given as input ŷ ∈ ρ̂∗(X) we
define x̂ : F (U) → A by

x̂(u1 . . . un) = ŷ(wu1
. . . wun

).

This map again is clearly computable and x ∈ X̂. It follows that m(X) ≤ m(ρ∗(X)).

Definition 5.8. Let H ⩽ G be a subgroup and X ⊂ AH a subshift. The free extension of X
to G is the subshift

X̃ = {x ∈ AG : for every g ∈ G, (x(gh))h∈H ∈ X}.

It is clear from the definition that any set of forbidden patterns that defines X in H also
defines X̃ in G. In particular it follows that if X is an SFT (respectively sofic, effectively closed
by patterns) then so is X̃.

Lemma 5.9. Let H ⩽ G be finitely generated groups and let X ⊂ AH be a subshift. Let X̃ be
the free extension of X to G. Then m(X) ≤ m(X̃). Furthermore, if either
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(1) G is recursively presented and H has decidable membership problem in G,

(2) H has finite index in G,

then m(X) = m(X̃).

Proof. Let S,U ⊂ G be two finite symmetric sets with S ⊂ U such that S generates H and U

generates G. As F (S) ⊂ F (U), the map which on input x̃ ∈ ̂̃
X returns its restriction to F (S) is

computable and yields an element x ∈ X̂. Thus m(X) ≤ m(X̃).
Conversely, suppose (1) holds. Consider the algorithm which on input x : F (S) → A lists

all elements of F (U) in lexicographical order (ui)i∈N. When it lists un, it checks in increasing
order for every k < n (using the algorithm for the membership problem of H in G) whether
u−1k un ∈ H. If it is the case for some k, then it computes (using that G is recursively presented)
a word wn ∈ F (S) such that u−1k unw

−1
n = 1G and sets x̃(un) = x(wn); Otherwise, if u−1k un /∈ H

for every k < n, it sets x̃(un) = x(1F (S)). This yields a map x̃ : F (U) → A which satisfies that

x̃ ∈ ̂̃
X if and only if x ∈ X̂, thus m(X̃) ≤ m(X).
Finally, suppose (2) holds. Let T be a finite set such that TH = G. Without loss of generality,

we may suppose T ⊂ U and that each u ∈ U is written as u = tuwu with tu ∈ T and wu ∈ S∗.
Given such a set U , there is a computable map which on input v ∈ U∗ returns tv ∈ T and uv ∈ S∗

such that v = tvuv (to do this, we only need to store the values of all multiplications tk and st
for s ∈ S, t, k ∈ T , of which there are finitely many). Using this map, it follows that the function
which on input x : F (S) → A returns x̃ : F (U) → A given by x̃(v) = x(uv) is computable and

x̃ ∈ ̂̃
X if and only if x ∈ X̂. It follows that m(X̃) ≤ m(X).

Corollary 5.10. Let H ⩽ G be finitely generated groups. If there exists an H-SFT with non-
trivial Medvedev degree, then there exists a G-SFT with nontrivial Medvedev degree.

Corollary 5.11. Let H ⩽ G be finitely generated, recursively presented groups and suppose H
has decidable membership problem in G, then MSFT(H) ⊂ MSFT(G) and MSOF(H) ⊂ MSOF(G).

5.3.2 Commensurability and quotients
Here we prove that MSFT(G) and MSOF(G) are commensurablility invariants. For this we apply a
construction of Carroll and Penland [CP15]. Let H ⩽ G be finitely generated groups such that
H has finite index in G, and let T = {t1 = 1G, t2, . . . , tr} ⊂ G be a finite set such that HT = G.
Given an alphabet A, we let B = AT and Ψ: AG → BH be the map given by Ψ(x)(h) = (h−1x)|T .
The image of a G-subshift X by Ψ is an H-subshift. Moreover, X is a G-SFT (respectively sofic
subshift) if and only if Ψ(X) is an H-SFT (respectively sofic H-subshift), see [CP15, Section 3.1]
for the proof.

Lemma 5.12. Given a subshift X ⊂ AG, m(X) = m(Ψ(X)).

Proof. Let U, S ⊂ G be symmetric finite generating sets with U ⊂ S for H and G respectively.
Fix a set of elements {h1, . . . , hr} in F (S) such that hi corresponds to ti in G.

For the inequality m(X) ≥ m(Ψ(X)), we define a computable function Ψ̂ : AF (S) → BF (U)

that represents Ψ on the pullback subshifts. Given x ∈ AF (S), Ψ̂(x) : F (U) → B is defined by
Ψ̂(x)(w)(ti) = x(whi) for w ∈ F (U) and ti ∈ T . It is clear that Ψ̂ is computable and that every
element in X̂ is mapped by Ψ̂ to Ψ̂(X), thus we obtain m(X) ≥ m(Ψ(X)).

For the remaining inequality, we proceed analogously as in Lemma 5.9. There is an algorithm
which on input v ∈ S∗, returns tv ∈ T and uv ∈ U∗ such that v = uvtv. Consider the map

51



which on input an element x ∈ Ψ̂(X), returns y ∈ X̂ defined as follows: for v ∈ F (S) set
y(v) = x(uv)(ti). This defines a computable function from Ψ̂(X) to X̂, and proves the desired
inequality.

Recall that two groups G and H are said to be commensurable when there exist finite
index subgroups G′ ⩽ G and H ′ ⩽ H which are isomorphic.

Proposition 5.13. Let G and H be two commensurable finitely generated groups. Then MSFT(G) =
MSFT(H) and MSOF(G) = MSOF(H).

Proof. As the set of Medvedev degrees is an isomorphism invariant of groups, we assume without
loss of generality that H is a finite index subgroup of G.

Let X be an SFT on H. As H has finite index, it follows by Lemma 5.9 that the free extension
of X in G is a G-SFT that has the same Medvedev degree as X. Therefore MSFT(H) ⊂ MSFT(G).

Conversely, given a G-SFT X, we have that Ψ(X) is an H-SFT. Moreover, it has the same
Medvedev degree as X by Lemma 5.12. This shows that MSFT(G) ⊂ MSFT(H). The proof that
MSOF(G) = MSOF(H) is identical.

Proposition 5.14. Consider a short exact sequence of groups 1 → N → G → H → 1. If both
G and N are finitely generated then

MSFT(H) ⊂ MSFT(G) and MSOF(H) ⊂ MSOF(G).

Proof. Denote by ρ : G → H the epimorphism in the short exact sequence and let X ⊂ AH be
an SFT. By Lemma 5.7, we have that the pullback ρ∗(X) satisfies m(ρ∗(X)) = m(X). Therefore
in order to show that MSFT(H) ⊂ MSFT(G) it suffices to show that ρ∗(X) is an SFT.

As X is an SFT, there exists a finite set F ⊂ H and L ⊂ AF such that x ∈ X if and only
if (hx)|F ∈ L for every h ∈ H. For every f ∈ F , choose gf ∈ G such that ρ(gf ) = f and let
U = {gf : f ∈ F} ⊂ G. Let S ⊂ G be a finite symmetric generating set of N which contains the
identity and consider the set E = U ∪ S. Let

W = {w ∈ AE : (w(gf ))f∈F ∈ L and w(s) = w(1G) for every s ∈ S.}.

It is immediate from the definition that ρ∗(X) = {y ∈ AG : (gy)|E ∈W for every g ∈ G}. In
particular, this means that ρ∗(X) is an SFT (a set of defining forbidden patterns is AE \W .

Now let Y ⊂ BH be a sofic shift and let X be some SFT such that ϕ : X → Y is a topological
factor map given by some local map Φ: AK → B for some finite K ⊂ H. As before, for every
k ∈ K choose gk ∈ G such that ρ(gk) = k and let V = {gk : k ∈ K} ⊂ G. By the previous
argument, we have that ρ∗(X) is also an SFT. Let ϕ∗ : ρ∗(X) → BG be given by the local rule
Φ∗ : AV → B defined by

Φ∗((av)v∈V ) = Φ((agk)k∈K).

It is clear from the definition that ϕ∗(ρ∗(X)) = ρ∗(Y ), thus ρ∗(Y ) is also a sofic shift and
thus MSOF(H) ⊂ MSOF(G).

Remark 5.15. Without the assumption that N is finitely generated, Proposition 5.14 does not
hold. For instance, for the short exact sequence 1 → [F2, F2] → F2 → Z2 → 1 we have that
MSFT(F2) = {0M} (Proposition 5.36) but MSFT(Z2) is the set of all Π0

1 Medvedev degrees.
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5.3.3 Bounded actions and the orbit membership problem
Let G,H be two finitely generated groups, endowed with word metrics. A right action ∗ of H
on G is called bounded if for every h ∈ H, the map given by g 7→ g ∗ h is at bounded distance
from the identity function on G. An equivalent condition is that, for some (equivalently, every)
finite generating set S ⊂ H, there exist a finite set F ⊂ G with g−1(g ∗ s) ∈ F for every g ∈ G
and s ∈ S. A right action is called translation-like if it is bounded and free.

The set of all bounded actions of H on G with fixed parameters S and F can be described
by a subshift on G. Moreover, we can overlay this subshift with configurations coming from a
subshift on H. This technique was introduced in [Jea15b], and then it has been used several
times to construct specific subshifts on groups [Bar21; Car24c; CGR21; Bar19]. In what follows
we describe the construction briefly, and refer the reader to [Jea15b] for details.

Let S be a finite and symmetric generating set for H, and F ⊂ G a finite set. Let B be the
set of maps from S to F . Given x ∈ BG, a group element g ∈ G, and a word w ∈ S∗, we denote
by Φ(g, x, w) the group element in G obtained by interpreting x(g) as an arrow from g to gx(g)
labeled by S, and following these arrows as indicated by the word w. More precisely, we define
Φ(g, x, ϵ) = g, and then for s ∈ S and w ∈ S∗ we set Φ(g, x, ws) = Φ(g, x, w) · x(Φ(g, x, w))(s).

Definition 5.16. Given H,G, S, F and B as above, the subshift of bounded actions T ⊂ BG

is the set of all configurations x ∈ BG which satisfy that Φ(g, x, w) = g, for every g ∈ G and
w ∈ S∗ that equals the identity element in H.

Observe that for every x ∈ BG, the free monoid S∗ acts (on the right) onG by g·w = Φ(g, x, w)
for w ∈ S∗. From our definition, it is clear that T is precisely the subset of configurations which
induce an action of H. With this in mind, we will extend the notation above so that given g ∈ G,
h ∈ H, and x ∈ T, we write Φ(g, x, h) to denote Φ(g, x, w) for any w ∈ S∗ which represents h.

Definition 5.17. Let X ⊂ AH be a subshift. We define T[X] ⊂ (A × B)G as the set of
all configurations (x, y) ∈ AG × BG such that y ∈ T and for every g ∈ G, the configuration
(x(Φ(g, y, h)))h∈H lies in X.

Proposition 5.18 ([Jea15b], Section 2). The sets T and T[X] are G-subshifts. Moreover, if H
is finitely presented and X is an H-SFT, then T[X] is a G-SFT.

Notice that if Y is a sofic H-subshift and H is finitely presented we have that T[Y ] is a sofic
G-subshift. Indeed, it suffices to take an H-SFT X for which there exists a topological factor
map ϕ : X → Y , let W = {(x, y) ∈ X × Y : ϕ(x) = y} and notice that W is an H-SFT. Then
T [W ] is also a G-SFT and T [Y ] can be obtained as a projection of T [W ].

Next we will study the relation between the degrees m(X) and m(T[X]). In order to do that,
we need to introduce the following notion (see also [BMV10; Car24c]).

Definition 5.19. Let G,H be finitely generated groups and R a finite set of generators for G.
A right action ∗ of H on G has decidable orbit membership problem if there is a Turing
machine which on input u, v ∈ R∗ decides whether u and v lie in the same H-orbit.

Observe that when G is recursively presented and the action is computable, this notion is
equivalent to the existence of a decidable set I and computable sequence (ui)i∈I with ui ∈ R∗

such that the corresponding sequence of elements (ui)i∈I in G form a collection of representatives
for the orbits of H.

Proposition 5.20. Let G,H be finitely generated groups and let T be the subshift of bounded
actions for parameters S, F . Then:
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1. For every subshift X ⊂ AH we have m(T[X]) ≥ m(T) ∨m(X).

2. Suppose that G is recursively presented and that there is a translation-like action H ↷ G
which is computable and has decidable orbit membership problem (for the parameters S and
F already fixed). For every subshift X ⊂ AH we have m(T[X]) = m(X).

Proof. First observe that it is possible for T[X] to be empty, but then the inequality holds for
the trivial reason that m(∅) = 1M is maximal. Suppose now that m(T[X]) is nonempty. The
projection to the second coordinate of the alphabet A×B yields a function m(T̂[X]) → T̂, which
is computable by Proposition 5.4. It follows that m(T[X]) ≥ m(T). We now verify the nontrivial
inequality m(T[X]) ≥ m(X).

Let R be a finite generating set for G which contains the range of the alphabet B of T, and let
F (R) be the free group on R. Given x ∈ BF (R), u ∈ F (R), and w ∈ S∗, we denote by Φ̂(u, x, w)

the element in F (R) defined as follows. Recursively, Φ̂(u, x, ϵ) = u, and for s ∈ S and w ∈ S∗,
Φ(u, x, ws) = Φ(u, x, w) ·x(Φ(u, x, w))(s). Then it is clear that Φ̂ is a computable function. Also
note that Φ̂ and Φ are compatible, in the sense that for all x ∈ T with pullback x̂ ∈ T̂ ⊂ BF (R),
for all g ∈ G, u ∈ F (R) with u = g, and for all w ∈ S∗, we have that Φ(g, x, w) = Φ̂(u, x̂, w).
We now define

Ψ: (A×B)F (R) → AF (S), given by Ψ(x, y) = (u 7→ (x(Φ̂(1, y, u)).

This function is computable because Φ̂ is computable. Moreover, it follows from the compat-
ibility of Φ̂ and Φ, that Ψ(T̂[X]) ⊂ X̂. This shows that m(T[X]) ≥ m(X).

We now consider the second item. Suppose there exists a translation-like action ∗ as in the
statement. We define a configuration y ∈ BF (R) by y(u)(s) = (u−1)(u ∗ s), where u is the
element of G represented by u ∈ F (R). As ∗ is a computable translation-like action and G is
recursively presented, it follows that y is a computable element in BF (R). Moreover, it is clear
by its definition that y ∈ T̂ thus it follows that m(T) = 0M. By the first item in the statement,
we obtain that m(T[X]) ≥ m(X).

Finally, we prove that m(X) ≥ m(T[X]). As the translation-like action ∗ has decidable
orbit membership problem, we can compute a set of elements (ui)i∈I ⊂ F (R), where I ⊂ N is a
decidable set, such that the corresponding elements (ui)i∈I in G are a collection of representatives
for orbits of the action. Let Θ: X̂ → T̂[X] be the map given by Θ(z) = (x, y), where y is the
computable point already defined above, and x is defined by

x(u) = z(w) for u ∈ F (R), where w ∈ F (S) is such that Φ̂(ui, y, w) = u for some i ∈ I, .

The function Θ is well defined by the above construction and is computable. Indeed, as G is
recursively presented, there is an algorithm which, given u ∈ F (R), computes i ∈ I and w ∈ F (S)

such that u = Φ̂(gi, y, w). It follows that m(T[X]) = m(X).

Corollary 5.21. Let G,H be finitely generated groups, where H is finitely presented and admits
a translation-like action on G.

1. For every sofic H-subshift Y , there is a G-SFT X with m(X) ≥ m(Y ). In particular, if H
admits a sofic subshift with with nonzero Medvedev degree, then so does G.

2. If G is recursively presented and there is a translation-like action of H on G that is
computable and has decidable orbit membership problem, then MSFT(H) ⊂ MSFT(G) and
MSOF(H) ⊂ MSOF(G).
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Proof. Consider a sofic H-subshift Y . Let X be an H-SFT extension. By Proposition 5.4 we
have m(X) ≥ m(Y ). Let T be the subshift of bounded actions with parameters such that it is
nonempty. By Proposition 5.18 we have that Z = T[X] is a G-SFT and by Proposition 5.20 it
follows that m(Z) ≥ m(X). We conclude that m(Z) ≥ m(Y ).

With the extra hypotheses of the second item of Proposition 5.20 we have that m(T [X]) =
m(X) for any subshift X. If we take X an H-SFT (respectively a sofic H-subshift) then T[X] is
a G-SFT (respectively sofic G-subshift) and thus we obtain MSFT(H) ⊂ MSFT(G) and MSOF(H) ⊂
MSOF(G).

Observation 5.22. The previous results can be sometimes used as obstructions for the existence
of translation-like actions. For instance, the fact that Z2 admits SFTs with nonzero Medvedev
degree, and that F2 does not, implies by the previous results that Z2 does not act translation-like
on F2. While this fact is rather intuitive, a direct proof of this result is not that straightforward,
see [Coh19, Section 3].

In these results we have shown how to use the subshift of bounded actions to obtain SFTs
with certain Medvedev degrees. We now consider the case of effective subshifts.

Proposition 5.23. Let G and H be finitely generated and recursively presented groups. Suppose
further that there is a translation-like action ∗ of H on G. Then:

1. The subshift T ⊂ BG is effective.

2. If X ⊂ AH is effective, then T[X] ⊂ (A×B)G is effective.

Proof. Let S be a finite and symmetric finite generating set for H and let F ⊂ G be a finite set
such that g−1(g ∗ s) for every s ∈ S, g ∈ G. Let R be a finite symmetric generating set for G
that contains F , and let Φ̂ be the function defined in the proof of Proposition 5.20. Let X0 be
the set of all elements x ∈ BF (R) such that, for all g ∈ F (R), and for all w ∈ S∗ with w = 1G,
we have that Φ̂(g, x, w) and g coincide in F (R). As the set {w ∈ S∗ : w = 1G} is recursively
enumerable, it follows that X0 is a Π0

1 of AF (R). Also note that by Proposition 3.19 ÂG is a
Π0

1 subset of AF (R). As T̂ equals the intersection of X0 with ÂG, it follows that T̂ is a Π0
1 set.

Therefore T is an effective subshift.
We now prove that, if X is an effective subshift on H, then T[X] is an effective subshift on

G. For this purpose, let Ψ: (A × B)F (R) → AF (S) be the computable function defined in the
proof of Proposition 5.20. We also consider the computable function Ω: (A × B)F (R) → BF (R)

that removes the A component of the alphabet. It follows from the definitions that

T̂[X] = Ω−1(T) ∩Ψ−1(X).

As the preimage of an Π0
1 set by a computable function is a Π0

1 set, this proves that T̂ [X] is
Π0

1.

A consequence of these results and a theorem of Seward which ensures the existence of a
translation-like action of Z on any infinite and finitely generated group [Sew14, Theorem 1.4] is
the following.

Corollary 5.24. Every infinite, finitely generated and recursively presented group admits a
(nonempty) effective subshift which achieves the maximal Π0

1 Medvedev degree.

55



Proof. Let G be an infinite, finitely generated and recursively presented group, and let H = Z.
LetX be a nonempty effective Z-subshift with maximal Π0

1 Medvedev degree, whose existence was
proven by Miller in [Mil12]. By a result of Seward [Sew14, Theorem 1.4], G admits a translation-
like action by Z, so (for appropriate parameters) the subshift T[X] is nonempty. By Proposi-
tion 5.23, the subshift T[X] is effective. Finally, by Proposition 5.20, we have m(T [X]) ≥ m(X).
As G is recursively presented, it follows that m(T [X]) is a Π0

1 degree and thus we must have
m(T [X]) = m(X).

In Chapter 9 we will prove an effective version of Seward’s theorem for groups with decidable
word problem. This allows us to prove the following.

Theorem 5.25. Let G be an infinite and finitely generated group with decidable word problem.
Then MEFF(G) equals the set of Π0

1 Medvedev degrees.

Proof. Let X ⊂ AZ be an effective subshift. By Theorem 9.2, there is a computable translation-
like action Z ↷ G with decidable orbit membership problem. It follows from Corollary 5.21 that
for suitable parameters, the subshift T [X] satisfies m(X) = m(T [X]). Moreover, T [X] it is an
effective subshift by Proposition 5.23. We have proved the inclusion MEFF(Z) ⊂ MEFF(G). Miller
[Mil12] proved that MEFF(Z) contains every Π0

1 Medvedev degree, so the same is true for MEFF(G).
Conversely, the degree of every effective subshift is a Π0

1 degree, so our claim follows.

5.3.4 Quasi-isometries
Let (X, dX), (Y, dY ) be two metric spaces. A map f : X → Y is a quasi-isometry if there exists
a constant C ≥ 1 such that

1. f is a quasi-isometric embedding: for all x, x′ ∈ X

1

C
dX(x, x′)− C ≤ dY (f(x), f(x

′)) ≤ CdX(x, x′) + C,

2. f is relatively dense: for all y ∈ Y there exits x ∈ X such that dY (y, f(x)) ≤ C.

Two metric spaces are called quasi-isometric if there is a quasi-isometry between them.
Given a quasi-isometry f : X → Y , a map g : Y → X is called a coarse inverse of f if the
composition g ◦ f is uniformly close to the identity map IdX . Coarse inverses always exist, and
every coarse inverse is in particular a quasi isometry, thus being quasi-isometric is an equivalence
relation (see for instance [DKN18]).

Two finitely generated groups G,H are quasi-isometric if there exists a quasi-isometry
between (G, dG) and (H, dH) for some choice of word metrics dG, dH . It is clear that if a map is
a quasi-isometry for fixed word metrics, it is also a quasi-isometry for any other choice of word
metric (up to modification of the constant C). We also remark that if a quasi-isometry between
two finitely generated groups exists, then it is necessarily bounded-to-1.

A well-known construction of Cohen [Coh17] shows that if one is given two finitely generated
groups G,H and a positive integer N , then one can construct a subshift QI on G whose elements
encode all quasi-isometries f : H → G which satisfy that |{f−1(g)}| ≤ N for every g ∈ G.
In particular, if H is quasi-isometric to G, this subshift QI is nonempty for large enough N .
Furthermore, if one of the groups (equivalently, both1) are finitely presented then QI turns out
to be an SFT. The main observation is that in this case, for any subshift of finite type X ⊂ AH ,
we can enrich QI with the alphabet of X and add extra local rules to obtain a G-SFT QI[X]

1As being finitely presented is an invariant of quasi-isometry, see [DKN18]
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which satisfies the property that in every configuration the encoded copy of H is overlaid with a
configuration x ∈ X.

The explicit construction of Cohen involves several details which are too lengthy to include
in this chapter, so we will just provide a quick overview of an equivalent formulation.

Let S, T be finite symmetric sets of generators which contain the identity for G and H
respectively. Denote dG and dH the words metrics in G and H with respect to these generators.
Let f : H → G be a quasi-isometry with constant C ∈ N and suppose that maxg∈G |f−1(g)| = N .
Let I = {1, . . . , N}.

The subshift QI is defined over the alphabet B whose symbols have the form b = (b1, . . . , bN )
and each bi is either a map bi : T → S2C × I or the symbol ∗. For q ∈ QI, g ∈ G and i ∈ I, let
us denote q(g, i) the i-th coordinate of q(g) ∈ B.

The intuition is the following: if q ∈ QI, then for every g ∈ G the tuple

q(g) = (q(g, 1), . . . , q(g,N)) ∈ B

will encode the set f−1(g) for some quasi-isometry f . As every g ∈ G can have between 0 and
N preimages, each q(g, i) will either encode one of them (and be a map q(g, i) : T → S2C × I) or
encode no preimage (q(g, i) = ∗).

The maps encode only local information about h ∈ f−1(g). Namely, for every t ∈ T , q(g, i)(t)
encodes f(h)−1f(ht) (which by the upper bound on the quasi-isometry, can be represented by a
word in S of length at most 2C) and the index j ∈ I such that q(f(ht), j) is encoding ht.

The forbidden patterns that define QI can be described informally with rules as follows:

1. The relative dense condition in QI is encoded by imposing that in every ball of length C
in G there is at least some element which has a non-∗ coordinate.

2. The directions from non-∗ elements must lead to non-∗ elements. More precisely, if q(g, i) ̸=
∗, then for every t ∈ T if q(g, i)(t) = (w, j), then q(gw, j) ̸= ∗.

3. The lower bound in the quasi-isometry is encoded by asking that for any two elements of
g with a non-∗ coordinate at distance at most 2C, there is a path of non-∗ elements of
bounded length linking them.

4. The relations of H are encoded by enforcing that paths associated to words T ∗ which
represent the identity are cycles. This last rule is the only one that requires the groups to
be finitely presented in order to obtain an SFT.

Recall that for a word w ∈ S∗ we denote by w its corresponding element of G. Let q ∈ QI,
by the first rule of QI, there exists u ∈ S∗ with |u| ≤ C and i ∈ I such that q(u, i) ̸= ∗. Let (u, i)
be lexicographically minimal among all such pairs. Consider the map κ : T ∗ → S∗ × I defined
inductively follows. Fix κ(ϵ) = (u, i). Suppose for some w ∈ T ∗ we have κ(w) = (u′, i′) and
q(u′, i′) ̸= ∗. For every t ∈ T , we compute q(u′, i′)(t) = (v, j) and set κ(wt) = (u′v, j). Notice
that by the second rule q(u′v, j) ̸= ∗. Clearly the map κ can be computed from a description of
q.

The rules for QI ensure the following two properties

1. The third rule of QI ensures that the range of κ spans the set of all (g, i) ∈ G× I for which
q(g, i) ̸= ∗, namely,

{(g, i) ∈ G× I : q(g, i) ̸= ∗} = {(u, i) ∈ G× I : κ(w) = (u, i) for some w ∈ T ∗}.

2. The fourth rule ensures that the map κ : T ∗ → S∗ × I is well defined on H, meaning that
if w,w′ are two words in T ∗ which represent the same element in H, then κ(w) and κ(w′)
represent the same pair of G× I.
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Given an alphabet A we can enrich the alphabet B by replacing every non-∗ coordinate by
pairs of the form (a, bi) for some a ∈ A. This way from every configuration q̃ with this enriched
alphabet, we can obtain x̂ : T ∗ → A by setting for w ∈ T ∗ x̂(w) as the a-th coordinate of q̃(κ(w)).
Furthermore, by the first property of κ, the map x̂ induces a configuration x ∈ AH .

For a subshift X ⊂ AH , we denote by QI[X] the subshift over the enriched alphabet where we
forbid the occurrence of forbidden patterns of X in the induced configurations. The fundamental
property proven by Cohen in [Coh17] is that if the groups are finitely presented and X is an
H-SFT, then QI[X] is a G-SFT.

Lemma 5.26. Let G,H finitely generated groups with G recursively presented. Let X ⊂ AH be
a subshift. We have

m(QI[X]) = m(QI) ∨m(X).

Proof. Let q̂ ∈ Q̂I[X]. It is clear that one can compute an element of Q̂I from q̂ by just erasing
the alphabet coordinate. As the map κ defined above is computable from q̂, we may compute
x ∈ X̂ from this map and q̂. Thus we have that m(QI[X]) ≥ m(QI) ∨m(X).

Conversely, let q ∈ Q̂I and x ∈ X̂. We can compute κ from q as before. For u ∈ S∗ and
i ∈ I, if q(u, i) = ∗, set q̂(u, i) = ∗. Otherwise, we know that there must exist v ∈ T ∗ such that
κ(v) = (u′, i) with u = u′. Thus if we run the algorithm that enumerates the word problem on
u′u−1 on every pair (u′, i) which occurs in the range of κ this algorithm finishes. Set q̂(u, i) =
(x(v), q(u, i)). With this it is clear that q̂ ∈ QI[X] and thus m(QI) ∨m(X) ≥ m(QI[X]).

Remark 5.27. It follows from this result that for finitely presented groups, admitting an SFT
with nonzero Medvedev degree is an invariant of quasi-isometry. We also mention that in the
previous proof, the direction m(QI[X]) ≥ m(QI) ∨ m(X) does not require the groups to be
recursively presented.

Proposition 5.28. Suppose G,H are finitely generated groups with decidable word problem. If
there exists a computable quasi-isometry f : H → G, then there exists a computable coarse inverse
g : G→ H.

Proof. Fix finite set of generators S, T which induce metrics dG and dH for G and H respectively.
Let f : H → G be a computable quasi-isometry with constant C > 0 and f̂ : T ∗ → S∗ its
computable representative. We construct ĝ : S∗ → T ∗ through the following algorithm.

Given w ∈ S∗, run the algorithm which decides the word problem on uw−1 for all words u
of length at most |w| and replace w by the lexicographically minimal u which is accepted. In
increasing lexicographical order, compute dG(u, f̂(v)) for v ∈ S∗. Return ĝ(w) = u where u is
the first word for which d(u, f̂(v)) ≤ C.

As f is relatively dense, this algorithm is guaranteed to stop on every input, and thus ĝ is
a total computable map. Furthermore, the first step ensures that for two words w,w′ which
represent the same element of G, then ĝ(w) = ĝ(w′) and thus it represents a map g : G→ H.

Finally, for any t ∈ G, we have dG(f ◦ g(t), t) ≤ C and thus d∞(f ◦ g, IdG) is finite. This
implies that g is a coarse inverse of f and thus a quasi-isometry.

Definition 5.29. We say that two finitely generated groups are computably quasi-isometric
if there exists a computable quasi-isometry between them.

Remark 5.30. For groups with decidable word problem, we have shown that any computable
quasi-isometry f : G → H admits a computable quasi-isometry inverse. With a dovetailing
argument, the proof of Proposition 5.28 can be generalized to the case where G is recursively
presented and H has decidable word problem. We do not know if the result is still true if both
groups are merely recursively presented.
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By Proposition 5.28, it follows that being computably quasi-isometric is an equivalence re-
lation for groups with decidable word problem. Putting Lemma 5.26 with the result of Cohen
stating that for finitely presented groups and X an SFT then QI[X] is an SFT, we obtain the
following:

Corollary 5.31. Let G,H be finitely presented and computably quasi-isometric groups with
decidable word problem. Then MSFT(G) = MSFT(H).

Proof. As the groups have decidable word problem there are computable quasi-isometries on
both directions and thus it suffices to show that MSFT(H) ⊂ MSFT(G).

Let X be an H-subshift. From Lemma 5.26 we obtain that m(QI[X]) = m(QI) ∨ m(X).
Furthermore, as there is a computable quasi-isometry, one can use it to construct a computable
element of QI and thus it follows that m(QI) = 0M. We obtain that for any subshift X ⊂ AH

we have m(QI[X]) = m(X). Finally, as G,H are finitely presented, it follows that for any SFT
X ⊂ AH then QI[X] is a G-SFT with m(QI[X]) = m(X), therefore MSFT(H) ⊂ MSFT(G).

For the next lemma we will consider quasi-isometries between groups and computable metric
spaces that are computable in the sense of Chapter 2.

Observation 5.32. Contrary to what happens between discrete groups, for computable metric
spaces X,Y there may exist a computable quasi-isometry from X to Y , but no computable quasi-
isometry from Y to X. For instance, the identity from Z to R is a computable quasi-isometry, but
there exist no computable quasi-isometry from R to Z, because computable maps are continuous
and thus constant.

Lemma 5.33. Let (X, d, (xi)i∈N) be a computable metric space and let G,H be two finitely
generated groups with decidable word problem. If there are computable quasi-isometries f : G →
X and h : H → X, then G and H are computably quasi-isometric.

Proof. Fix finite set of generators S, T for G and H respectively. Let f̂ : S∗ → X and ĥ : T ∗ → X
be computable maps that represent the quasi-isometries f and g. Let C ∈ N be a quasi-isometry
constant for both f and g. We construct ψ̂ : S∗ → T ∗ through the following algorithm.

Let w ∈ S∗. Using the algorithm which decides the word problem of G, replace w for a
lexicographically minimal word u that represents the same element of G. Through a dovetailing
procedure, compute approximations of the recursively open sets f̂−1(B(xi, C)). Let iw be the
first index for which this procedure returns that u ∈ f̂−1(B(xiw , C)). Next, let v ∈ T ∗ be the first
word which appears in the effectively open enumeration of ĥ−1(B(xiw , C)) and set ψ̂(w) = v.

From this description it is clear that ψ̂ is total computable and represents a map ψ : G→ H.
Furthermore, it satisfies the property that for any g ∈ G

d(f(g), h(ψ(g)) ≤ d(f(g), xiw) + d(xiw , h(ψ(g))) ≤ 2C.

Where in the above inequality w is any word in S∗ which represents G. It follows that if h is a
coarse inverse for h, then

d∞(h ◦ f, ψ) is finite.

And therefore ψ is a quasi-isometry from G to H.

Observation 5.34. A well-known source of quasi-isometries between groups and metric spaces
is the Švarc–Milnor Lemma. Let us note that this result can also be used to obtain computable
quasi-isometries. We briefly recall the statement, and refer the reader to [La 00, Theorem 23]
for details. Let X be a metric space which is geodesic and proper, and let G ↷ X be a group
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action by isometries, such that the action is proper and the quotient X/G is compact. Then
G is a finitely generated group, and quasi-isometric to X. Indeed, for all x ∈ X the orbit map
f : G→ X given by f(g) = g · x is a quasi-isometry.

Now suppose G↷ X satisfies the hypothesis in the Švarc–Milnor Lemma, that (X, d,S) is a
computable metric space, and that for all g the map which sends x ∈ X to g · x is computable.
Then the orbit map of a computable point x ∈ X provides a computable quasi-isometry from G
to X.

5.4 Medvedev degrees of classes of subshifts on groups
In this section we will employ the machinery developed in this chapter to say as much as we can
about the Medvedev degrees of subshifts in groups.

5.4.1 Known results
Here we review the state of the art of the classification of MSFT(G), MSOF(G) and MEFF(G) for
different groups G. We begin by a rephrasing of Simpson’s result in our language.

Theorem 5.35 ([Sim14]). Let d ≥ 2. Then MSFT(Zd) = MSOF(Zd) = MEFF(Zd) equals the class
of all Π0

1 Medvedev degrees.

See [DRS12] for a different proof. On the other hand, it is well known that every SFT and
sofic subshift on Z have finite orbits, and thus zero Medvedev degree. While it is not true
that every SFT in the free group admits a finite orbit (see [Pia08]), it still contains computable
configurations.

Proposition 5.36. For every finitely generated virtually free group G we have MSFT(G) =
MSOF(G) = {0M}.

Proof. By Proposition 5.13 it suffices to consider a finitely generated free group. Let F (S) be
freely generated by a finite symmetric set S, and let X ⊂ AF (S) be a nonempty SFT. As m(X)
is a conjugacy invariant (Proposition 5.4), without loss of generality we can assume that X is
determined by patterns of the form p : {1, s} → A, for s ∈ S (see for instance [Bar17, Proposition
1.6]). Let A′ ⊂ A be the set of all symbols in A that occur in some configuration in X. Observe
that for every a ∈ A′ and s ∈ S, there exist b ∈ A′ such that 1 7→ a, s 7→ b is not a forbidden
pattern.

We define a computable configuration x : F (S) → A′ inductively. Fix a total order on A′,
and let x(1F (S)) be the minimal element in A′. Now, let n > 1 and assume that we have defined
x(h) for all h with |h|S < n, and that no forbidden pattern occurs there. For g with |g|S = n,
there is a unique h with |h|S = n − 1 and s ∈ S with hs = g. We define x(g) as the minimal
element in A′ such that the pattern 1G 7→ x(h), s 7→ x(g) is not forbidden. Clearly no forbidden
patterns can be created by this procedure because the Cayley graph of F (S) with respect to S
is a tree, and thus we obtain that x ∈ X. This procedure is computable, and thus m(X) = 0M.
By Proposition 5.4 every topological factor of X has at most degree m(X) = 0M and the claim
for sofic subshifts follows.

Let us now consider effective subshifts. Miller proved that MEFF(Z) equals the class of all Π0
1

Medvedev degrees [Mil12]. This was then generalized to all groups with decidable word problem
in Theorem 5.25.
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5.4.2 Virtually polycyclic groups
Theorem 5.37. Let G be a virtually polycyclic group. We have the following dichotomy

1. If G is virtually cyclic, then MSFT(G) = {0M}.

2. If G is not virtually cyclic, then MSFT(G) is the set of all Π0
1 Medvedev degrees.

Proof. Let G be virtually cyclic. If G is finite it is clear that MSFT(G) = 0M. If G is infinite,
then again by Proposition 5.13 it follows that MSFT(G) = MSFT(Z) = {0M}.

Finally, suppose G is a polycyclic group which is not virtually cyclic. Then it follows that
Z2 ⩽ G (see for instance [Seg83]). It is well known that polycyclic groups are recursively
presented and have decidable membership problem (see for instance [BCM81, Corollary 3.6]),
therefore by Corollary 5.11 we obtain that MSFT(Z2) ⊂ MSFT(G). By Simpson’s result (Theo-
rem 5.35) MSFT(Z2) is the set of all Π0

1 Medvedev degrees, so MSFT(G) contains all Π0
1 degrees.

Conversely, every SFT on G has a Π0
1 Medvedev degree because the word problem of G is

decidable (Observation 5.6).

5.4.3 Direct products of groups
We will show that in any direct product of two infinite and finitely generated groups with
decidable word problem, every Π1

0 Medvedev degree arises as the degree of an SFT.

Theorem 5.38. Let H,K be two infinite and finitely generated groups with decidable word
problem. Then MSFT(H ×K) is the set of all Π0

1 Medvedev degrees.

Proof. It follows from Theorem 9.2 thatH×K admits a computable translation-like action by Z2

which has decidable orbit membership problem (in fact, it is transitive, so the orbit membership
problem is trivial). By Corollary 5.21, we have that MSFT(Z2) is contained in MSFT(H ×K), and
thus all Π0

1 Medvedev degrees can be attained by an SFT on H ×K. On the other hand, the
Medvedev degree of every SFT on H × K is a Π0

1 degree because H × K has decidable word
problem (Observation 5.6).

A class of groups where Theorem 5.38 can be applied meaningfully are branch groups. There
is more than one definition in the literature of a branch group, see for instance [BGŠ03]. However,
both definitions have the following consequence: every branch group is commensurable to the a
direct product of two infinite groups. In particular, ifG is an infinite and finitely generated branch
group with decidable word problem, then it is commensurable to the direct product of two infinite
and finitely generated groups with decidable word problem. Putting together Theorem 5.38
and Proposition 5.13 we obtain the following result.

Corollary 5.39. For every infinite and finitely generated branch group G with decidable word
problem MSFT(G) is the set of all Π0

1 Medvedev degrees.

Without the assumption of decidable word problem, we can only show the existence of SFTs
with nonzero Medvedev degree.

Theorem 5.40. For any two infinite and finitely generated groups H,K the set MSFT(H ×K)
contains a nonzero Medvedev degree. Moreover, if H,K are recursively presented, then MSFT(H×
K) contains the maximal Π0

1 Medvedev degree.

Proof. By Seward’s result on translation-like actions [Sew14, Theorem 1.4] we have that Z2 acts
translation-like on H×K. As Z2 is finitely presented and MSFT(Z2) is the set of all Π0

1 Medvedev
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degrees, Corollary 5.21 yields that there is a (H ×K)-SFT whose degree is at least the maximal
Π0

1 Medvedev degree, in particular it’s nonzero. If H,K are recursively presented, then so is
H ×K and the upper bound also holds.

Corollary 5.41. Every infinite and finitely generated branch group G admits a nonempty SFT
with nonzero Medvedev degree. If G is recursively presented, then MSFT(G) contains the maximal
Π0

1 Medvedev degree.

5.4.4 Groups which are quasi-isometric to the hyperbolic plane
In this section, we consider the hyperbolic plane H = {(x, y) ∈ R2 : y > 0} as a computable
metric space given by its Riemannian metric and with dense countable set given by a computable
enumeration of Q2 ∩H.

Theorem 5.42. Let G be a finitely generated group that is quasi-isometric to H. Then there
exists a G-SFT X with m(X) > 0M.

Proof. Any group which is quasi-isometric to a hyperbolic metric space is a word-hyperbolic
group and thus is finitely presented and has decidable word problem (see for instance [BH99,
Theorem 2.6]). In particular, all groups considered in the statement are finitely presented. As
we already know that admitting an SFT with nonzero Medvedev degree is a quasi-isometry
invariant for finitely presented groups (Remark 5.27), it suffices to exhibit one group G which is
quasi-isometric to H and which admits a G-SFT X with m(X) > 0M.

For this purpose, we consider the fundamental group π1(Σ2) of a closed orientable surface
of genus two. This group is finitely presented and quasi-isometric to the hyperbolic plane.
In [ABM19b], the authors prove the undecidability of the domino problem for π1(Σ2). The same
construction, plus some results that are present in the literature, can be used to exhibit an SFT
X with m(X) > 0M.

Let us proceed more precisely. In [Jea12] the author shows that there exists a Turing ma-
chine which halts on every computable starting configuration, but loops for some Π0

1 set of
non-computable starting configurations. By a construction of Hooper [Hoo66], this machine can
be encoded by a piecewise affine map with rational coefficients whose immortal points correspond
to non-halting configurations. Using a beautiful construction of Kari [Kar05, Section 2], the set
of immortal points of this piecewise affine map can be encoded as a set of colorings of a graph
which represents a binary tiling of H given by local rules. Finally, in [ABM19b, Section 5] the
authors show that every such set of colorings can be encoded in a π1(Σ2)-SFT X. It follows that
X has no computable points, and thus m(X) > 0M.

A natural class of examples is given by some Fuchsian groups. A group G is Fuchsian if it
is a discrete subgroup of PSL(2,Z), a good introductory reference is [Kat92]. Fuchsian groups
act properly discontinuously on H by isometries (Möbius transformations). It follows by the
Milnor-Švarc lemma that if a Fuchsian group is finitely generated and acts co-compactly, it is
quasi-isometric to H.

Corollary 5.43. Every finitely generated co-compact Fuchsian group has an SFT X with m(X) >
0M.

Natural examples of finitely generated co-compact Fuchsian groups are given by the hyper-
bolic triangle groups ∆(l,m, n) with l,m, n ∈ N and 1

l +
1
n + 1

m < 1.
Now let us turn our attention to the classification of Medvedev degrees for groups which

are quasi-isometric to H. Recall that by Corollary 5.31 all groups which admit a computable
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quasi-isometry to H form a computably quasi-isometry class. It is not hard to show that π1(Σ2)
belongs to this class, thus we obtain the following result.

Corollary 5.44. Let π1(Σ2) be the fundamental group of the closed orientable surface of genus
two. If G is a finitely generated group which admits a computable quasi-isometry f : G → H,
then MSFT(G) = MSFT(π1(Σ2)).

We remark that while we know that MSFT(π1(Σ2)) is non-trivial, we do now know what is
the precise set of Π0

1 degrees that can be attained. A difficulty here is that while it is known
that there are Turing machines whose immortal set has nonzero Medvedev degree, it is not
known whether all Π0

1 Medvedev degrees can be obtained in this manner. On the other hand,
it seems reasonable that a hierarchical construction such as the one of [Goo10] can be coupled
with Simpson’s construction to produce all Π0

1 Medvedev degrees.

Remark 5.45. We do not know if every finitely generated and co-compact Fuchsian group admits
a computable quasi-isometry to H. By Observation 5.34, a sufficient condition for a Fuchsian
group to admit a computable quasi-isometry to H is that their generators can be represented by
matrices in PSL2(R) with computable coefficients. We do not know if this holds in general, but
it certainly holds for well-known examples, such as the co-compact hyperbolic triangle groups.

5.4.5 Groups obtained through simulation results
Let ρ : G → H be an epimorphism. Recall that we denote the pullback of a subshift X ⊂ AH ,
by ρ∗(X). A group G simulates H (through ρ) if the pullback of any effective H-subshift is a
sofic G-subshift2.

Proposition 5.46. Let G,H be finitely generated groups such that G simulates H. The following
hold:

1. MSOF(G) ⊃ MEFF(H).

2. If H is infinite and recursively presented, then MSFT(G) contains a Medvedev degree which
is bounded below by the maximal Π0

1 Medvedev degree.

3. If H is infinite and has decidable word problem, MSOF(G) contains the set of all Π0
1 Medvedev

degrees.

Proof. Let X ⊂ AH be any effective subshift. As G simulates H, we have that ρ∗(X) is sofic.
By Lemma 5.7 we have that m(X) = m(ρ∗(X)) and thus MSOF(G) ⊃ MEFF(H).

Now, let us suppose that H is infinite and recursively presented. By Corollary 5.24 we have
that MEFF(H) contains the maximal Π0

1 Medvedev degree, and thus by the first item, so does
MSOF(G). If we let Y be a sofic G-shift with this degree, any G-SFT extension X will satisfy
m(X) ≥ m(Y ) by Proposition 5.4.

Finally, suppose that H is infinite and with decidable word problem. By Theorem 5.25, we
have that MEFF(H) is the set of all Π0

1 Medvedev degrees, and thus as MSOF(G) ⊃ MEFF(H) we
get that MSOF(G) also contains the set of all Π0

1 Medvedev degrees.
2In other references, for instance [BCR24a; BSS22], the notion of simulation is more restrictive and asks that

the pullback of every computable action of H on any Π0
1 set is the topological factor of some G-SFT.
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5.5 Further remarks and questions

5.5.1 Conjectures on the Medvedev degrees of classes of subshifts
For every finitely generated and recursively presented groupG, we have that MEFF(G) is contained
in the set of Π0

1 degrees (Observation 5.6). Furthermore, Corollary 5.24 shows that it always
contains the maximal Π0

1 degree. Thus the following question arises naturally:

Question 5.47. Let G be a finitely generated group that is infinite and recursively presented. Is
it true that effective subshifts on G attain all Π0

1 Medvedev degrees?

In fact, with our current understanding, in every recursively presented group where MSFT(G)
is known, it is either trivial or it coincides with the class of all Π0

1 Medvedev degrees. This leads
us to propose the following conjecture.

Conjecture 5.48. Let G be an infinite, finitely generated and recursively presented group. G is
not virtually free if and only if MSFT(G) is the set of all Π0

1 Medvedev degrees.

We remark that in the case of a recursively presented group, Proposition 5.46 provides us an
SFTs which achieves the maximal Π0

1 Medvedev degree, but a priori it does not give us a tool
to classify MSFT(G). Indeed, we can only conclude that for every sofic subshift Y there exists a
subshift of finite type with Medvedev degree at least m(Y ). Although it seems unlikely, a priori
it might be the case that the lattice MSFT(G) may contain gaps which do not occur in MSOF(G).

Question 5.49. Let G be a recursively presented group and Y a sofic G-subshift. Does Y admit
a G-SFT extension of equal Medvedev degree? In particular, is it true that MSFT(G) = MSOF(G)?

A positive answer to Question 5.49 would provide strong evidence towards Conjecture 5.48.

5.5.2 Immortal sets of Turing machines and hyperbolic groups
In Section 5.4.4 we mentioned a construction of Jeandel that produces a Turing machine which
halts on every computable starting configuration, but loops in a Π0

1 set of starting configurations
with nonzero Medvedev degree. It is currently unknown if every Π0

1 Medvedev degree can be
obtained this way.

Question 5.50. Is it true that immortal sets of Turing machines attain all Π0
1 Medvedev degrees?

If such a result were proven, it would imply by the same argument sketched in Theorem 5.42
that the surface group π1(Σ2) admits SFTs which attain all Medvedev degrees. In fact, it may be
possible to adapt a construction of Bartholdi [Bar23b] to extend said result to all non virtually
free hyperbolic groups. This would provide a way to settle Conjecture 5.48 for hyperbolic groups.

5.5.3 Medvedev degrees, aperiodic subshifts, and the domino problem
We now observe that for a fixed finitely generated group, the existence of SFTs with nonzero
Medvedev degree implies both the existence of weakly aperiodic SFTs, and the undecidability of
the domino problem.

Proposition 5.51. Let G be a finitely generated group, and let X be a nonempty G-subshift. If
m(X) > 0M, then X is weakly aperiodic, that is, G↷ X has no finite orbits.
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Proof. We prove that if X has a configuration with finite orbit, then m(X) = 0M. Indeed, if X
has a configuration with finite orbit, then the same is true for the pullback X̂. Thus it suffices
to prove that a configuration in AF (S) with finite orbit must be computable.

Indeed, if x0 ∈ AF (S) has finite orbit, then there is a finite group K, a group epimorphism
ϕ : F (S) → K, and a configuration y0 ∈ AK such that the pullback ϕ∗(y0) is equal to x0 (where
ϕ∗(y)(g) = y(ϕ(g)), g ∈ F (S)). As AK is finite it follows that y0 is computable and thus that x0 is
computable: given g ∈ F (S) we can compute x0(g) by first computing ϕ(g) ∈ K (recall that every
homomorphism of finitely generated groups is computable), and setting x0(g) = y0(ϕ(g)).

The domino problem of a group G is the algorithmic problem of computing, from a finite set
of pattern codings, if the associated G-SFT is nonempty.

Proposition 5.52. Let G be a finitely generated group which admits a nonempty G-SFT X with
m(X) > 0M. Then the domino problem for G is undecidable.

Proof. It is well known that if G has undecidable word problem, then G has undecidable domino
problem [ABJ18, Theorem 9.3.28]. Therefore we will assume that G has decidable word problem
and perform computations directly on patterns instead of pattern codings. We will prove that
if the domino problem for G is decidable, and X is a nonempty G-SFT on alphabet A, then
m(X) = 0M.

Fix a word metric on G and let Bn = {g ∈ G : |g| ≤ n}. Given L ⊂ ABn , we denote by Y (L)
the G-SFT given by

Y (L) = {y ∈ AG : (gy)|Bn ∈ L for every g ∈ G}.

In other words, Y (L) is the G-SFT defined by the forbidden patterns F = ABn\L. Fix n0 ∈ N
and consider a sequence (Ln)n≥n0 with the following properties: Ln ⊂ ABn is nonempty, every
pattern in Ln appears in X, and finally, for every pattern p ∈ Ln, there exists a pattern q ∈ Ln+1

whose restriction to Bn is p. We remark that if a computable sequence (Ln)n≥n0
as above exists,

then we can extract a computable configuration x by letting x|Bn0
= pn0

∈ Ln0
arbitrary, and

then inductively for n > n0 we choose pn as the lexicographically minimal element such that
pn|Bn−1

= x|Bn−1
and set x|Bn

= pn. It is clear that x is computable and x ∈
⋂
n≥n0

Y (Ln) ⊂ X.
It follows that if such a computable sequence exists, then m(X) = 0M.

As X is a G-SFT, there exists a smallest n0 ∈ N for which there is D ⊂ ABn0 with X = Y (D).
Let Ln0

⊂ D be minimal (for inclusion) such that Y (Ln0
) is nonempty. Notice that Y (Ln0

) ⊂ X
and that every pattern in Ln0

must appear in Y (Ln0
).

Now we define the sequence. Set Ln0
as above. For n > n0 we perform the following

recursive step. Suppose that Ln−1 has already been computed and that it is minimal such that
Y (Ln−1) ⊂ X is nonempty. Compute the set Dn of all p ∈ ABn whose restriction to Bn−1 lies
in Ln−1. Then clearly Y (Dn) = Y (Ln−1) ⊂ X. Using the algorithm for the domino problem of
G, compute Ln ⊂ Dn which is minimal such that Y (Ln) is nonempty.

This sequence (Ln)n≥n0
is computable. We claim it satisfies the required properties. By

construction each n ≥ n0, Ln ⊂ ABn is nonempty. Minimality implies that all patterns in Ln
appear in Y (Ln) ⊂ X. Finally, for every p ∈ Ln, there is q ∈ Ln+1 whose restriction to Bn
equals p. Indeed, if this was not the case, then the set Rn defined by restricting all patterns in
Ln+1 to Bn would be properly contained in Ln, and ∅ ≠ Y (Ln+1) ⊂ Y (Rn), contradicting the
minimality of Ln.

These results lead us to conjecture the following:

Conjecture 5.53. Let G be a finitely generated group. G is virtually free if and only if every
nonempty G-SFT has Medvedev degree 0M.
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Observation 5.54. Note that Conjecture 5.53 implies Carroll and Penland’s conjecture [CP15]
that all infinite finitely generated groups that are not virtually cyclic admit weakly aperiodic
SFTs. This simply follows from Proposition 5.51, plus the fact that all virtually free groups that
are not virtually cyclic admit weakly aperiodic SFTs [Pia08].

We also note that Conjecture 5.53 implies Ballier and Stein’s conjecture that a finitely gener-
ated infinite group has decidable domino problem if and only if it is virtually free [BS18]. Indeed,
this follows from Proposition 5.52 and the fact that the conjecture holds for virtually free groups.

5.5.4 Beyond Π0
1 Medvedev degrees

Most of our results apply to recursively presented groups, where MSFT(G) is contained in the set
of Π0

1 degrees. It is natural to ask what happens beyond recursively presented groups. In this
case we can show that for a group whose whose word problem is too complex, then every strongly
aperiodic G-subshift (one such that the shift action is free) has a Medvedev degree beyond Π0

1

degrees:

Proposition 5.55. Let G be a group whose word problem is not co-recursively enumerable. For
every nonempty strongly aperiodic G-subshift X we have that m(X) is not a Π0

1 Medvedev degree.

Proof. Suppose that G admits a strongly aperiodic subshift X such that m(X) is a Π0
1 degree.

We will prove that then G has a co-recursively enumerable word problem.
Let S be a symmetric set of generators for G. We start by proving that the pullback subshift

X̂ ⊂ AF (S) contains a nonempty subset that is Π0
1. Indeed, as m(X) is a Π0

1 degree, there is
a Π0

1 set P ⊂ {0, 1}N and a computable function f : P → X̂. As the spaces AN and AF (S) are
recursively compact, the computable image of a Π0

1 set must be a Π0
1 set (see Proposition 2.25,

Proposition 2.18, and Proposition 2.18). It follows that Y = f(P ) is a Π0
1 subset of X̂.

For w ∈ F (S), consider the stabilizer Fix(w) = {x ∈ AF (S) : wx = x}, and observe that it is
a Π0

1 set. As X is strongly aperiodic, a word w ∈ S∗ satisfies w ̸= 1G if and only if Fix(w) ∩ Y
is empty. As both Y and Fix(w) are Π0

1 sets, it follows that Fix(w) ∩ Y is Π0
1. Finally, as AF (S)

is recursively compact, the collection of descriptions of Π0
1 sets which are empty is recursively

enumerable (see [BCR24b, Remark 3.13]) and thus this gives an algorithm to enumerate the
w ∈ S∗ which do not represent 1G.

We remark that in the case where G is a finitely generated and recursively presented group
which admits a strongly aperiodic effective G-subshift, then Proposition 5.55 implies that G has
decidable word problem. This recovers a result by Jeandel [Jea15a, Corollary 2.7].

We also remark that using simulation theorems it is possible to construct groups with non
co-recursively enumerable word problem and which admit strongly aperiodic SFTs. This in
particular shows that there exist finitely generated groups G for which MSFT(G) is not contained
in the Π0

1 degrees. This result will appear in an upcoming chapter of Barbieri and Salo.
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Chapter 6

Computable analysis on the space of
G-subshifts

The goal of this chapter is presenting some results obtained during a research stay with Mathieu
Sablik, and in collaboration with Alonso H.Núñez. These results concern the metric space S(G)
of all G-subshifts, where G is a finitely generated group.
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6.2 The spaces S(G) and S≥c(G) . . . . . . . . . . . . . . . . . . . . . . . 68
6.3 A computable metric space containing S(G) . . . . . . . . . . . . . 70
6.4 Computability and isolated points in S(G) . . . . . . . . . . . . . . 72
6.5 Computability and isolated points in S≥c(G) . . . . . . . . . . . . . 72

6.1 Introduction
How does a typical dynamical system look like? This is a classical question in topological and
measurable dynamics. It can be made precise by considering a topological space whose points
represent dynamical systems. In this setting, typical means topologically dense or generic (a
dense Gδ set). In this chapter we will be interested in the space S(G) of G-subshifts:

Definition 6.1. Let G be a finitely generated group with a word length | · |. We let S(G) be
the collection of all G-subshifts whose alphabet is a finite subset of N. We define a metric D on
S(G) by

D(X,Y ) = inf{2−n : n ∈ N, Ln(X) = Ln(Y )},

where Ln(X) denotes set of patterns that appear in X and have support {g ∈ G : |g| ≤ n}.

This space has been considered in several works. For instance, Frisch and Tamuz [FT17]
proved that for G amenable, a generic subshift in S(G) has zero entropy. More recently, Pavlov
and Schmieding [PS23] gave a detailed description of the space S(Z) and some subspaces of
interest. Remarkably, they showed that isolated points constitute a dense set in S(Z). They
further provided a dynamical characterization of these isolated points, and used this to prove
the genericity of different dynamical properties in S(Z).
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Pavlov and Schmieding mention that it is not clear whether their techniques extend to other
groups beyond Z [PS23, Section 1]. Here we show that the density of isolated points do not
extend to Zd, d ≥ 2, and more generally, any group with decidable word problem and which
admits SFTs with nonzero Medvedev degree.

Results
Assuming that G has decidable word problem, we will show that the metric space S(G) can
be described as an effectively closed subset of a computable metric space. This elemental fact
uncovers some interactions between the topology of S(G) and computability features of G-SFTs:

1. All isolated points of S(G) are algorithmically simple, in the sense that they have decidable
language (Proposition 6.13).

2. All SFTs with nonzero Medvedev degree (algorithmically complex), have a neighborhood
in S(G) with no isolated points (Proposition 6.15).

Minimal G-SFTs are isolated in S(G), so the first item provides a topological proof of the known
fact that a minimal G-SFT has decidable language (Corollary 6.14). Regarding the second item,
there are many groups known to admit SFTs with nonzero Medvedev degree, including Zd for
d ≥ 2 (see Chapter 5). It follows that for these groups, the study of generic dynamical properties
in S(G) can not rely on the characterization of isolated points.

Remark. Another proof of the non-density of isolated points in S(Zd) for d ≥ 2 can be found in
[GN24]. Moreover, Ville Salo has pointed out to us that the Robinson SFT [Rob71] is a simple
example of an SFT having a neighborhood in S(Z2) without isolated points. However, these
observations do not apply to groups beyond Zd. For groups such as the Baumslag-Solitar group
BS(2, 3) or the Grigorchuk group, Proposition 6.15 seems the easiest way available to show the
non-density of isolated points in the space of subshifts.

For G amenable, we also prove some basic results about entropy. We will prove that the
function S(G) → R that maps a subshift to its topological entropy is upper-semicomputable
(Proposition 6.17). We derive from this fact that an SFT which is entropy-minimal and whose
entropy is a computable real number must have decidable language (Corollary 6.21).

After endowing S(G) with an adequate computable metric space structure, our proofs are
direct applications of basic results from computable analysis. We believe that a more thorough
study of the space S(G) from the point of view of computable analysis could be fruitful. We
also mention that we have restricted our attention to groups with decidable word problem for
the sake of clarity, but these results can be extended to the case of recursively presented groups
using the tools from Section 3.3.

6.2 The spaces S(G) and S≥c(G)

In this section we fix some notation, and review some basic facts about the topology of the metric
space S(G) for a finitely generated group G. Most of these facts are proved for Z in [PS23], and
the generalizations are straightforward.

Let us start by reviewing notation. Let G be a finitely generated group endowed with a word
length | · |. Given n ∈ N we write Bn = {g ∈ G : |g| ≤ n}. We define a metric d for NG by
d(x, y) = inf{2−n : n ∈ N, x|Bn

= y|Bn
}.

Now let X be a subshift. We denote by S(X) the collection of subsystems of X. Given a
finite set F ⊂ G, we write X|F = {x|F : x ∈ X}, and for n ∈ N we denote Ln(X) = X|Bn . We
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define the cylinder set [X,n] = {Y ∈ S(G) : Ln(X) = Ln(Y )}. Thus [X,n] is equal to the ball
{Y ∈ S(G) : D(X,Y ) ≤ 2−n}. It follows that cylinder sets sets are a basis for the topology on
S(G). Also note that cylinder sets are clopen subsets in S(G). The following result shows that
S(G) is a Baire space:

Proposition 6.2. S(G) is homeomorphic to a closed subset of the Baire space NN.

Proof. We only sketch a proof. Observe that

S(G) =
⋃
A⊂N
finite

S(AG),

so it suffices to show that every S(AG) in this union is homeomorphic to a closed subset of
the Cantor set {0, 1}N. Indeed, it follows from Brouwer’s theorem that the collection K(AN) of
compact subsets of AN with the corresponding Hausdorff metric is homeomorphic to the Cantor
set {0, 1}N. Moreover, S(AG) is easily seen to be a closed subset of K(AG). Joining these
two facts we obtain our claim that S(AG) is homeomorphic to a closed subset of {0, 1}N. The
details that we omitted are given, with further computability considerations, in the proof of
Proposition 6.11.

We now review some basic properties of subshifts and SFTs in S(G).

Proposition 6.3. Let X be a subshift in S(G). Then S(X) is a compact subset of S(G).
Moreover, X is an SFT if and only if S(X) is a clopen subset of S(G).

Proof. Let X ⊂ AG be a subshift in S(G). It can be easily seen that S(X) is a closed subset of
S(AG). We observed in the proof of Proposition 6.2 that S(AG) is compact, so it follows that
S(X) is compact.

Now we prove that S(X) is open if and only if X is an SFT. If X is an SFT then there is
n ∈ N such that X can be defined by a set of forbidden patterns in ABn . Then we can write
S(X) =

⋃
Y ∈S(X)[Y, n]. This equality proves that S(X) is open. If S(X) is open, then for some

n we have [X,n] ⊂ S(X), as [X,n] is equal to a closed ball of radius 2−n. But the inclusion
inclusion S(X) ⊂ [X,n] always holds, so we have S(X) ⊂ [X,n]. This shows that X is the SFT
defined by the set of forbidden patterns ABn ∖ Ln(X).

Proposition 6.4. An isolated point in S(G) is an SFT.

Proof. Let X ⊂ AG be isolated in S(G), so there is n ∈ N with [X,n] = {X}. Let Y be
the SFT defined by alphabet A and set of forbidden patterns ABn ∖ Ln(X). It is clear that
Ln(X) = Ln(Y ), so Y ∈ [X,n]. As [X,n] = {X}, it follows that Y = X. This proves that X is
an SFT.

Proposition 6.5. A minimal SFT in S(G) is an isolated point.

Proof. Let X ⊂ AG be a minimal SFT in S(G). Let n ∈ N so that X can be defined by a set
of forbidden patterns in ABn . We claim that [X,n] = {X}. Indeed, if Y ∈ [X,n], then Y ⊂ X.
But as X is minimal, we have that Y = X. It follows that X is isolated.

For an amenable group G, a relevant subspace of S(G) is given by

S≥c(G) = {X ∈ S(G) : h(X) ≥ c}, c ≥ 0.

Here h(X) denotes the topological entropy of X. We assume that the reader is familiar with basic
properties of topological entropy for amenable groups, see for instance [KL16, Chapter 9]. The
following observation appears without proof in [FT17], we provide an argument for completeness.
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Proposition 6.6. An isolated point in S≥c(G) must be an SFT with entropy c.

Proof. Let X ⊂ AG be isolated in S≥c(G), and let n be a natural number with [X,n]∩S≥c(G) =
{X}. Let Y be the SFT defined by alphabet A, and set of forbidden patterns ABn ∖ Ln(X). It
follows from the definition that X ⊂ Y . As h(Y ) ≥ h(X) and h(X) ≥ c, we have that h(Y ) ≥ c.
But then Y ∈ [X,n]∩S≥c(G) = {X}, so we have Y = X. This shows that X is an SFT. The fact
that h(X) = c follows from the fact that subshifts with entropy c are dense in S≥c(G), proved
in [FT17].

Remark 6.7. The argument used in the previous result shows a much more general fact: if
f : S(G) → R satisfies X ⊂ Y =⇒ f(X) ≤ f(Y ), then every isolated point in f−1[c,∞) is an
SFT. This could be of interest when considering other dynamical invariants.

A G-subshift X with positive topological entropy is called entropy-minimal when every
proper subshift Y ⊂ X satisfies h(Y ) < h(X). Entropy-minimal subshifts provide examples of
isolated points in S≥c(G):

Proposition 6.8. An entropy-minimal SFT with topological entropy c is isolated in S≥c(G).

Proof. Let X ∈ S≥c(G) be an entropy-minimal SFT with entropy c. As X is an SFT, there is a
natural number n such that every subshift in [X,n] is a subset of X. As X is entropy-minimal,
every Y ∈ [X,n] with Y ̸= X satisfies h(Y ) < c. It follows that [X,n] ∩ S≥c(G) = {X}, so X is
isolated in S≥c(G).

Let us observe that the union of two entropy-minimal SFTs with entropy c and with disjoint
alphabets is not entropy-minimal, but is easily seen to be isolated in S≥c(G). To our knowledge,
there is no known characterization of isolated points in S≥c(G)

6.3 A computable metric space containing S(G)

In this section we show that for a finitely generated group G with decidable word problem, the
set S(G) can be naturally identified with an effectively closed subset of a computable metric
space.

We start by recalling the computable metric space structure for NG described in Chapter 3
(see Remark 3.3 and Remark 3.6). We take S = {si : i ∈ N} as the collection of all elements in
NG that are constant outside a finite subset of G. We choose the numbering of S so that from
the index i, we can compute a finite set F ⊂ G, a function p : F → N, and an element n ∈ N,
such that the function si : G → N equals p when restricted to F , and equals n outside this set.
This numbering exists because G has decidable word problem.

Proposition 6.9. (NG, d,S) is a computable metric space.

Proof. It is clear that S is a dense subset of NG, and it follows from our choice of {si : i ∈ N}
that given natural numbers (i, j), we can compute the rational number d(si, sj).

Now consider the collection K(NG) of compact subsets of NG, endowed with the Hausdorff
metric dH associated to d. We also let S ′ be the collection of finite subsets of S, numbered in a
canonical manner.

Proposition 6.10. (K(NG), dH ,S ′) is a computable metric space. Moreover, for every finite
A ⊂ N, K(AG) is a recursively compact subset of K(NG).
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Proof. The fact that (K(NG), dH ,S ′) is a computable metric space follows from Proposition 6.9
and Proposition 2.47. For the second claim we consider AG as a computable metric space, with
a structure that is compatible with (NG, d,S). Namely, we define a metric dA as the restriction
of d to AG, and we let SA be the restriction of S to A indexed in a computable manner. This is
possible as clearly {n ∈ N : si ∈ AG} is a decidable subset of N. As AG is recursively compact,
Proposition 2.47 shows that K(AG) is a recursively compact metric space, and it is clear that
the inclusion map K(AG) → K(NG) is a computable homeomorphism onto its image.

We are interested in the space K(NG) because it contains the space S(G), as every G-subshift
with alphabet contained in N is a compact subset of NG. Let us note that the metric D defined
for S(G) is equal to the restriction of the Hausdorff metric dH .

The following result will be our basic tool to prove computability results about isolated points
in S(G).

Proposition 6.11. S(G) is an effectively closed subset of K(NG).

Proof. Let S be a finite and symmetric generating set for G. For each s ∈ S, we define fs : NG →
NG by fs(x)(g) = x(s−1g), and then define Fs : K(NG) → K(NG) by

X 7→ f−1s (X).

Proposition 2.48 implies that Fs is a computable map on K(NG). Proposition 2.26 shows that
the set of fixed points of Fs:

Fix(Fs) = {X ∈ K(NG) : Fs(X) = X}

is effectively closed. Moreover, the following holds:

S(G) =
⋂
s∈S

Fix(Fs).

Indeed, a G-subshift in S(G) is the same as a compact subset of NG which is invariant by shift
translations by G, which is equivalent to being fixed by Fs for all s ∈ S. As the intersection of
finitely many effectively closed sets is also effectively closed, it follows that S(G) is an effectively
closed subset of K(NG).

Proposition 6.12. A subshift X ⊂ AG is a computable point of the computable metric space
(K(NG), dH ,S ′) if and only if it has decidable language. That is, there is an algorithm which on
input a finite set F ⊂ G and a pattern p : F → A, decides correctly whether p appears in X.

Proof. For the forward implication we suppose that X is a computable point, and we exhibit an
algorithm which on input n ∈ N, outputs Ln(X).

On input n, we compute a finite set {x1, . . . , xn} ⊂ S such that the Hausdorff distance
between X and {x1, . . . , xk}) is at most 2−n−1. This is possible by Proposition 2.31. Now
it follows from the definition of Hausdorff distance that for every x ∈ X, there is some xi,
1 ≤ i ≤ k, with x|Bn = xi|Bn , and the same holds conversely. This shows that a pattern
p : Bn → A appears in X if and only if p is equal to xi|Bn for some 1 ≤ i ≤ k. The output of the
algorithm is {x1|Bn

, . . . , xk|Bn
}. The backward implication follows the same idea, and is left to

the reader.

71



6.4 Computability and isolated points in S(G)

In this section we prove some computability results about isolated points in S(G), under the
assumption that G has decidable word problem.

Proposition 6.13. Let G be a group with decidable word problem. Then a subshift that is
isolated in S(G) has decidable language.

Proof. If X ⊂ AG is isolated in S(G), then it is also isolated in the clopen set S(AG) ⊂ S(G).
Recall that S(AG) is recursively compact by Proposition 6.10. Now Proposition 2.32 shows
that X is a computable point of the computable metric space K(NG). This implies that X has
decidable language by Proposition 6.12.

This result provides a different proof of the following well-known result:

Corollary 6.14. Let G be a group with decidable word problem. A minimal G-SFT has decidable
language.

Proof. Let X ⊂ AG be a minimal G-SFT with A ⊂ N. Then X is isolated in S(G) by Proposi-
tion 6.5, and then Proposition 6.13 shows that X has decidable language.

Proposition 6.15. Let G be a group with decidable word problem, and let X be an SFT in S(G)
with nonzero Medvedev degree. Then X has a neighborhood in S(G) with no isolated point.

Proof. As X is an SFT, there is a natural number n so that for every Y ∈ [X,n], Y is a subset
of X. We claim that there is no isolated point in [X,n]. Indeed, if there was an isolated point
Y ∈ [X,n], then Y would have decidable language by Proposition 6.13. This implies that Y
has computable elements. But Y ⊂ X, so X would also have computable elements. As this
contradicts our hypothesis, we conclude that [X,n] has no isolated point.

In [PS23] it has been observed that certain dynamical properties of a subshift X imply that
S(X) is a Cantor set. The same argument in Proposition 6.15 shows that this is the case for the
property of having nonzero Medvedev degree.

Corollary 6.16. Let G be a group with decidable word problem. If X is a nonempty SFT and
m(X) > 0, then S(X) is a Cantor set.

Proof. It suffices to note that S(X) has no isolated points. If S(X) contains an isolated points
Y , then Y is also isolated in S(G) by Proposition 6.3. Then Y has decidable language by
Proposition 6.13, and in particular, computable elements. As Y ⊂ X, this contradicts the
hypothesis on X.

6.5 Computability and isolated points in S≥c(G)

In this section we prove some computability results about isolated points in S≥c(G), under the
assumption that G is amenable and has decidable word problem.

It is proved in [FT17] that the topological entropy map h : S(G) → R, X 7→ h(X) is up-
per semi-continuous. Here we prove an effective version of this result (upper-semicomputable
functions are defined in Section 2.6.5).

Proposition 6.17. Let G be a finitely generated amenable group with decidable word problem.
Then the entropy map h : S(G) → R, X 7→ h(X) is upper-semicomputable.
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Proof. We will exhibit an upper-semicomputable function f : K(NG) → R whose restriction to
S(G) equals h. For this we introduce the following notation. Given F ⊂ G finite and L ⊂ NF ,
we denote [L] = {X ∈ K(NG) : X|F = L}. Now for every finite subset F ⊂ G, we define a
function fF : K(G) → R by

X 7→ log(X|F )
|F |

.

The function fF is continuous. Indeed, we can partition K(NG) =
⊔
L⊂AF [L], and for each

L ⊂ AF the value of fF is constant on [L]. This argument also shows that fF is computable,
uniformly on F . We now define a function f : K(G) → R by

X 7→ inf
F⊂G
finite

fF (X)

Given a familiy (fi)i∈N of uniformly upper-semicomputable functions, the infimum infi∈N fi is also
upper-semicomputable (Proposition 2.38). This proves that f is upper-semicomputable. Finally,
it is proved in [downarowicz_shearer_2016] that the topological entropy of a subshift X can
be computed as

h(X) = inf
F⊂G
finite

log |XF |
|F |

.

Thus for every subshift X ∈ S(G) we have f(X) = h(X). This proves our claim.

Remark 6.18. If we ignore the computability in the proof, this provides an alternative proof of
the upper-semicontinuity of the topological entropy function h : S(G) → R for a finitely generated
group. This proof is shorter and simpler than the one given in [FT17], but this is thanks to the
nontrivial result from [downarowicz_shearer_2016].

We now examine some consequences of Proposition 6.17. The following follows from the
definition of upper-semicomputable function, and the fact that a set of the form {x ∈ R : x < c}
is effectively open exactly when c is lower-semicomputable.

Corollary 6.19. Let G be a finitely generated amenable group with decidable word problem. For
every lower-semicomputable real number c, the set S≥c(G) is effectively closed.

If c is lower-semicomputable but is not upper-semicomputable, then the space S≥c(G) has
no isolated points. This is because an isolated point of S≥c(G) must be an SFT with entropy c
(Proposition 6.6), but the topological entropy of every G-SFT is upper-semicomputable [Bar21].
On the other hand, if c is both lower-semicomputable and upper-semicomputable, we have the
following results (compare with Section 6.4).

Proposition 6.20. Let G be a finitely generated amenable group with decidable word problem,
and let c be a positive computable real number. Then a subshift that is isolated in S≥c(G) has
decidable language.

Proof. We start observing that S≥c(G)∩S(AG) is recursively compact. Indeed, S≥c(G) is effec-
tively closed by Corollary 6.19, so the intersection S≥c(G) ∩ S(AG) is effectively closed. More-
over, S(AG) is recursively compact by Proposition 6.10, and then Proposition 2.19 shows that
S≥c(G) ∩ S(AG) is recursively compact.

If X ⊂ AG is isolated in S≥c(G), then it is also isolated in S≥c(G) ∩ S(AG). Then Proposi-
tion 2.32 shows that X is a computable point of the computable metric space K(NG). Finally,
Proposition 6.12 shows that X has decidable language.
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As entropy-minimal SFTs with entropy c are isolated in S≥c(G) (Proposition 6.8), the fol-
lowing is a particular case of Proposition 6.20.

Corollary 6.21. Let G be a finitely generated amenable group with decidable word problem.
Every G-SFT which is entropy-minimal and whose entropy is a computable real number has
decidable language.

In general, the fact that an SFT has a computable entropy does not imply that its language is
decidable. In Z2, this easily follows from the existence of SFTs with uncomputable language and
zero topological entropy. This question is also considered in [HS08]. Our results show that with
the extra property of entropy-minimality, the real number h(X) indeed allows to compute the
language of X. These results raise the problem of classifying the entropies of entropy-minimal
SFTs on a finitely generated amenable group with decidable word problem.
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Chapter 7

On a Rice theorem for dynamical
properties of SFTs and sofic
subshfits on groups

The goal of this chapter is presenting the results obtained by the author in [Car24b]. Let
G be a group with undecidable domino problem, such as Z2. We prove that all nontrivial
dynamical properties for sofic G-subshifts are undecidable, that this is not true for G-SFTs, and
an undecidability result for dynamical properties of G-SFTs similar to the Adian-Rabin theorem.
Furthermore we prove a Rice-like result for dynamical invariants asserting that every computable
real-valued invariant for G-SFTs that is monotone by disjoint unions and products is constant.
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7.1 Introduction
There has been a recent interest in extending the study of SFTs on Z to SFTs on other groups.
An important obstruction that has arisen for this project is of an algorithmic nature. Indeed,
many dynamical questions become undecidable when we move from Z-SFTs to Z2-SFTs. Lind
[Lin04] called this the “swamp of undecidability”. One way to better understand this swamp
is to ask whether we have a result analogous to Rice’s theorem. This result states that every
nontrivial semantic property of computer programs is algorithmically undecidable [Ric53]. Non-
trivial means that some element satisfies the property and some element does not. This result
has been paradigmatic in the sense that Rice-like theorems have been discovered in a variety
of mathematical contexts [Kar94; Del11; MS18; Hir09; LW08; Gam+21; DB04; Ric53; AD00;
Rab58; GR10; Ady55]. In this chapter we consider the following question:
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Question 7.1. Is there a Rice theorem for dynamical properties of SFTs on Z2? What about
SFTs on other groups?

That is, the goal of this chapter is converting the metaphor swamp of undecidability from
[Lin04] to precise mathematical statements.

Known results

These results are stated in terms of sets of tilings of Z2. We recall that a tile (or Wang tile) is
a unit square with colored edges, a tileset τ is a finite set of tiles, a tiling is a function Z2 → τ
satisfying the rule that two tiles that share an edge must have the same color at that edge, and
a set of tilings is the collection of all tilings associated to a tileset. Sets of tilings of Z2 and
Z2-SFTs are related by the fact that every set of tilings of Z2 is a Z2-SFT and every Z2-SFT is
topologically conjugate to a set of tilings [ABJ18].

1. In [CD04] the authors prove the undecidability of set equality and set inclusion for sets of
tilings of Z2, and ask for a Rice theorem for tilings.

2. In [LW08] the authors consider properties of sets of tilings of Z2 that are preserved by
“zoom”. Informally two tilesets are equivalent in this sense when the tiles from each tileset
produce unique macro-tiles that satisfy the same matching rules from the other tileset.
The authors prove that all nontrivial properties of sets of tilings preserved by “zoom” are
undecidable.

3. In [DB04] the authors prove the undecidability of every property of sets of tilings of Z2

that is stable by topological conjugacy, by direct products among nonempty systems, and
is not satisfied by the empty set.

Results

In this work we consider dynamical properties of SFTs, that is, properties preserved by topological
conjugacy. We investigate the (un)decidability of these properties for SFTs on finitely generated
groups. A first observation is that a Rice theorem is not possible in this setting: the property of
having some fixed point is nontrivial and decidable from presentations (Proposition 7.3). Thus we
need to add some hypotheses to the properties considered in order to prove a Rice-like theorem.

Our undecidability results are related to the domino problem, the algorithmic problem of
determining whether an SFT is empty. Berger proved [Ber66] that the domino problem is unde-
cidable for Zd, d ≥ 2, and this has been recently extended to a large class of finitely generated
groups [ABM19a; AK13; BS18; Bar23a; Bit23; Coh17; Jea15b; JV20; Mar08; ABH23]. In [BS18]
the authors conjecture that all non virtually free groups have undecidable domino problem.

Our main result states that if G has undecidable domino problem, then all dynamical prop-
erties of G-SFTs that satisfy a mild technical condition are undecidable (Theorem 7.8). This
result can be applied to several dynamical properties of common interest, such as transitivity,
minimality, and others (Section 7.3.1). This result can be applied to all nontrivial dynamical
properties that are preserved by topological factor maps or topological extensions (Corollary 7.9).
Theorem 7.8 exhibits an analogy with the Adian-Rabin theorem for group properties [Ady55;
Rab58], the “Rice-like theorem in group theory”. A number of analogies have been observed
between group theory and symbolic dynamics [Jea17; JV19; Jea16].

We also consider dynamical invariants of SFTs taking values in partially ordered sets. We
show that if G has undecidable domino problem then every abstract real-valued dynamical invari-
ant for G-SFTs that is nondrecreasing by disjoint unions and direct products must be constant
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(Theorem 7.17). This result covers topological entropy for amenable groups and other related
invariants. We mention that for some amenable groups it is known a much stronger fact: the
existence of SFTs whose entropy is a non-computable real number [HM10; Bar21; BS24a]. The
conclusion of Theorem 7.17 is weaker, but it is a much more general result.

We also consider the larger class of sofic subshifts. We prove that if the domino problem for
G is undecidable, then a Rice theorem for dynamical properties of sofic subshift holds. That is,
all nontrivial dynamical properties are undecidable (Theorem 7.20).

All our undecidability results are proved through a many-one reduction to the domino problem
for G. In informal words our results show that most dynamical properties are harder than the
domino problem. As in the original Rice’s theorem our proofs are very short. They are based on
the computability of direct products and disjoint unions at the level of presentations. Despite
tiles can be defined on Cayley graphs of finitely generated groups, the proofs of the Rice-like
theorems in [LW08; CD04] are specific to Z2, and it is not clear whether they could be generalized
to a group that is not residually finite.

7.2 Preliminaries
A property of subshifts is called a dynamical property when it is invariant by conjugacy. We
now review subshifts of finite type (SFTs) and their presentations. See also [ABS17; ABJ18].
Let G be a finitely generated group and let S be a finite and symmetric generating set for G.

Definition 7.2. A pattern presentation is a function p : W → A, where W ⊂ S∗ is a finite
set of words and A ⊂ N is a finite alphabet. We say that p appears in x ∈ AG at g ∈ G when
x(gw) = p(w) for every w ∈ W . An SFT presentation is a tuple (A,F) of a finite alphabet
A ⊂ N and a finite set F of pattern presentations associated to S. It determines the subshift
X(A,F) of all configurations in AG where no pattern presentation from F appears. We call X(A,F)

a subshift of finite type (SFT). The domino problem Dp(G) is the set of all presentations
(A,F) for which the SFT X(A,F) is empty.

A survey on the domino problem can be found in [ABJ18]. Observe that the empty set is
an SFT with our definitions. Some authors consider the empty set as a subshift [Coh17], while
others exclude it by definition [AK18]. Here we follow the first convention. This is a natural
choice in our setting: an algorithm able to detect a particular property from G-SFT presentations
should give the same output when given presentations of the empty subshift. Furthermore we can
not exclude these presentations without assuming that the domino problem for G is decidable.
A consequence of this convention is that a dynamical property must assign yes/no value to the
empty subshift.

When we consider the decidability of a dynamical property P from presentations of G-SFTs
we formally refer to the set {(A,F) : X(A,F) satisfies P}. Our undecidability results will
follow from many-one reductions of the form Dp(G) ≤m P, but this notion is not required to
understand the proofs.

7.3 Undecidability of dynamical properties of SFTs
In this section we study the undecidability of dynamical properties of SFTs. The following
example shows that a Rice theorem fails in this setting.

Proposition 7.3. Let G be a finitely generated group. Then the property of G-SFTs of containing
a fixed point is decidable from presentations.
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Proof. Recall that a fixed point of an SFT is a configuration x such that gx = x for all g ∈ G.
Let (A,F) be a G-SFT presentation, and for each a ∈ A denote by xa : G→ A the configuration
with constant value a. Note that a fixed point in X(A,F) is equal to xa for some a ∈ A. Clearly
a pattern presentation p : W → A appears in xa if and only if p has constant value a, and this is
a decidable property of p. Thus the following algorithm proves the statement: on input (A,F)
check whether for some a ∈ A the set F fails to contain a pattern presentation with constant
value a.

In order to prove our undecidability results we need to verify the computability of direct
products and disjoint unions at the level of presentations.

Lemma 7.4. Let G be a finitely generated group. There is an effective procedure which, given
two presentations (A,F) and (B, C) of G-SFTs, outputs a presentation of a G-SFT that is
topologically conjugate to the direct product X(A,F) ×X(B,C).

Proof. Let α : N2 → N be a computable bijection, and let π1, π2 : N → N be the computable
functions defined by πi(α(n1, n2)) = ni, i = 1, 2. On input (A,F) and (B, C), our algorithm
starts defining the alphabet of the new SFT as C = {α(a, b) : a ∈ A, b ∈ B} ⊂ N. Then we
compute a set G of pattern presentations as follows. For each p : W → A in F (resp. p : S → B
in C), we add to G every function q : W → C such that π1 ◦ q = p (resp. π2 ◦ q = p). The output
is (C,G). It is clear that X(C,G) is conjugate to the direct product X(A,F) × X(B,C). Indeed,
the map ϕ : X(C,G) → X(A,F) × X(B,C) given by ϕ(x)(g) = (π1(x(g)), π2(y(g))) is a topological
conjugacy.

The proof of the following result is very similar, and is left to the reader.

Lemma 7.5. Let G be a finitely generated group. There is an effective procedure which, given
two SFT presentations (A,F) and (B, C), outputs a presentation of an SFT that is topologically
conjugate to the disjoint union X(A,F) ⊔X(B,C).

Remark 7.6. According to the definitions the direct product of two SFTs is not an SFT, but a
topological dynamical system that is conjugate to an SFT. We will ignore this subtlety for the
sake of clarity.

In the following definition we propose the term Berger property because of the analogy with
Markov properties of finitely presented groups and the Adyan-Rabin undecidability theorem
[LS01].

Definition 7.7. A dynamical property P of G-SFTs is called a Berger property if there are
two G-SFTs X− and X+ satisfying the following:

1. X+ satisfies P.

2. Every SFT that factors onto X− fails to satisfy P.

3. There is a morphism from X+ to X−.

The subshift X+ is allowed to be empty.

The main result of this section is the following.

Theorem 7.8. Let G be a finitely generated group with undecidable domino problem. Then every
Berger property of G-SFTs is undecidable.
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Proof. Let P be a Berger property, and let X+, X− be as in Definition 7.7. Given an SFT
presentation (A,F) we define Z as the disjoint union of X+ and X(A,F) ×X−. We claim that Z
has property P if and only if X(A,F) is empty. Indeed, if X(A,F) is empty then Z is topologically
conjugate to X+. If X(A,F) is nonempty, then Z factors over X−. This follows from two facts:
that for X(A,F) nonempty X(A,F)×X− factors over X−, and that there is a topological morphism
from X+ to X−. If P was a decidable property, then we could decide whether X(A,F) is empty
by computing a presentation for Z, which is possible thanks to Lemma 7.4 and Lemma 7.5, and
then checking whether Z satisfies P. This contradicts the undecidability of Dp(G).

In the language of many-one reductions we proved that a Berger property P satisfies P ≥m
Dp(G) and thus it is Dp(G)-hard. Note that Theorem 7.8 applies to every nontrivial property
that is preserved to topological factors and is satisfied by the empty subshift. Since the negation
of a property preserved to topological factors is preserved to topological extensions, we obtain
the following result.

Corollary 7.9. Let G be a finitely generated group with undecidable domino problem. Every
nontrivial dynamical property for G-SFTs which is preserved to topological factors (resp. exten-
sions), and which is satisfied (resp. not satisfied) by the empty subshift, is undecidable.

The assumption on the empty subshift is necessary: the decidable property from Proposi-
tion 7.3 is preserved to factors.

7.3.1 Examples
Here we present some examples. We start observing that the decidability of a property could be
altered if we include or exclude the empty subshift:

Example 7.10. Let P be the property of having some fixed point. We proved that P is
decidable in Proposition 7.3. However “P or empty” is a Berger property. Indeed, let X+ = ∅,
and let X− ̸= ∅ have no fixed point.

There is a simple class of properties where this situation is prevented:

Remark 7.11. Let P be a Berger property, and let X+ and X− as in Definition 7.7. If X+

is nonempty, then both “P or empty” and “P and nonempty” are Berger properties. This is
shown by the same pair of sets X+ and X−.

Many commonly studied dynamical properties can be shown to satisfy this criterion, and
thus they are Berger properties regardless of the value assigned to the empty subshift. Now we
review a few of them.

Example 7.12. A G-SFT is topologically transitive when it contains a configuration with dense
orbit. Transitivity is a Berger property. Indeed, it suffices to choose X+ as an SFT with exactly
one fixed point, and choose X− as an SFT with exactly two fixed points. Note that topological
extensions of X− are not transitive.

Example 7.13. A G-SFT is minimal if it has no proper nonempty subsystem. This is a Berger
property by the same reasoning as in the previous example.

Example 7.14. A configuration X ∈ AG is called strongly aperiodic when gx ̸= x for every
g ∈ G different to the identity. Consider the property AD of having at least strongly aperiodic
configuration. This property is known as the aperiodic domino problem. The negation of AD is a
Berger property: it suffices to take X+ as an SFT with only one fixed point, and X− = {0, 1}G.
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The complexity of AD for the group Zd is studied in detail in [CH22]. The authors prove
that this problem is Π0

1-complete for d = 2 and Σ1
1-complete for d ≥ 4. Its exact complexity is

not known for d = 3. The argument presented here only shows that AD is Π0
1-hard for d ≥ 2.

Example 7.15. Let G = Zd, d ≥ 2. A G-SFT has topologically complete positive entropy
(TCPE) when every topological factor is either a singleton with the trivial action by G, or has
positive topological entropy. We claim that TCPE is a Berger property. Indeed, let X− be the
SFT {0, 1}G ∪ {2, 3}G. This system fails to have TCPE because it factors onto the SFT with
exactly two configurations and zero topological entropy. The same is true for all extensions of
X−. Now let X+ = {0, 1}G. It is well known that this system has TCPE, and thus we have
proved that TCPE is a Berger property. This argument only shows that TCPE is Σ0

1-hard.
The complexity of this property is studied in detail in [Wes20], where it is shown that it is
Π1

1-complete.

Example 7.16. Let G be amenable. The following are Berger properties for every nonempty
SFT X:

• The property C (X) of being conjugate to X.

• The property F (X) of being a factor of X.

• The property I (X) of embedding into X.

In the three cases it suffices to let X+ = X, and let X− be an SFT whose topological entropy
is greater than that of X. Note that C (X) and I (X) are conjugacy-invariant counterparts of
properties studied in [CD04, Section 3]. Admitting an embedding from X is not always a Berger
property, see Section 7.6.

It is natural to ask what is the complexity of the properties considered here as Theorem 7.8
only shows that Berger properties are Dp(G)-hard.

7.4 Uncomputability of dynamical invariants of SFTs
Recall that a real number x is computable when there is an algorithm providing rational ap-
proximations to x with any desired precision. We say that a real-valued dynamical invariant for
G-SFTs I is computable from presentations when there is an algorithm which given a presenta-
tion for X, provides rational approximations to I(X) with any desired precision.

A fundamental invariant for Z2-SFTs is topological entropy. This invariant is not computable
from presentations since there are Z2-SFTs whose entropy is a non-computable real number
[HM10]. A similar result holds for the invariant of entropy dimension of Z2-SFTs [Mey11; Gan22].
These results have motivated the search of dynamical restrictions that imply the computability
of entropy [GM19; PS15].

The main result of this section is a Rice-like theorem for real-valued invariants satisfying mild
monotony conditions:

Theorem 7.17. Let G be a finitely generated group with undecidable domino problem. Every
computable dynamical invariant for G-SFTs that is nondecreasing by disjoint unions and products
with nonempty systems is constant.

Proof. Let I be an invariant as in the statement, and suppose that there are two SFTs X0 and
Y0 with I(X0) < I(Y0). Let q be a rational number with I(X0) < q < I(Y0). Given a possibly
empty SFT X, we define Z by

Z = X0 ⊔ Y0 ×X.

80



By our assumptions on I we have I(Z) < q when X = ∅ and I(Z) > q when X ̸= ∅. Since we
can compute a presentation for Z from a presentation for X (Lemma 7.4 and Lemma 7.5), and
thanks to our assumption on the computability of I, given X we can determine in finite time
whether I(Z) > q or I(Z) < q. This amounts to determining whether X = ∅. This contradicts
our hypothesis on Dp(G). Thus I(X0) = I(Y0) and I is constant.

It follows that for every amenable group with undecidable domino problem, topological en-
tropy is not computable from presentations. For some groups it is known a much stronger fact,
namely, the existence of SFTs whose entropy is a non-computable real number [Bar21; BS24a].
Our result has a much weaker conclusion, but its proof is remarkably simple and covers many
other invariants. For instance, it covers invariants designed for zero-entropy systems that are
similar to entropy dimension (see [KKW20]). Our result also holds if the invariant is only defined
for nonempty subshifts or is only assumed to be computable for nonempty subshifts:

Remark 7.18. Let C be a class of G-SFTs such that (1) for every X ∈ C and nonempty SFT Y
we have X ×Y ∈ C , and (2) C is closed by disjoint unions. Then Theorem 7.17 holds within C :
every dynamical invariant that is defined on C , is computable in C , and is monotone by products
and unions on C , must have constant value on C . The proof follows the same argument.

It follows that a property for Z2-SFTs that implies the computability of topological entropy
can not verify (1) and (2).

We finish this section with a result for invariants taking values on abstract partially ordered
sets. This result can be applied to recursion-theoretical invariants such as the Turing degree of
the language of the SFT [JV13], Muchnik degrees, and Medvedev degrees [Sim14; BC24].

Theorem 7.19. Let G be a finitely generated group with undecidable domino problem. Let I
be a dynamical invariant for G-SFTs taking values in a partially ordered set (R,≤), which is
non-increasing by factor maps, and whose value is minimal at the empty subshift. Then for
every r ∈ R the following properties of a G-SFT X are either trivial or undecidable: I(X) ≥ r,
I(X) ≤ r, I(X) > r, and I(X) < r.

Proof. We consider in detail the property I(X) ≤ r, the other three cases are similar. Let P
be the property I(X) ≤ r and observe that this property is preserved to factors. If the empty
subshift verifies P then our claim follows from Corollary 7.9. If the empty subshift does not
verify P then this property is trivial: this follows from the transitivity of ≤, and the hypothesis
that the value of I is minimal at the empty subshift.

7.5 Undecidability of dynamical properties of sofic subshifts
In this section we prove that if G is a group with undecidable domino problem, then all nontrivial
dynamical properties of sofic G-subshifts are undecidable from presentations.

We start by defining presentations for sofic subshifts. Let S be a finite and symmetric gen-
erating set for G, and let π : S∗ → G be defined by π(w) = w. A local function presentation
is a function µ : AW → B, where W is a finite subset of ⊂ S∗ and A and B are finite subsets
of N. The local function µ0 presented by µ is defined as follows. We set D = π(W ), and define
µ0 : A

D → B by µ0(p) = µ(p ◦ π). A sofic G-subshift presentation is a tuple (A,F , µ,B),
where A,B ⊂ N are finite alphabets, (A,F) is a G-SFT presentation, and µ : AW → B, W ⊂ S∗

is a local function presentation. The sofic subshift associated to this presentation Y(A,F,µ,B) is
the image of X(A,F) under the topological factor map with local function presented by µ.

Theorem 7.20. Let G be a finitely generated group with undecidable domino problem. Then all
nontrivial dynamical properties of sofic G-subshifts are undecidable.
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Proof. Let P be a nontrivial dynamical property of sofic subshifts. Replacing P by its negation
if necessary, we can assume that the empty subshift does not satisfy the property. As P is
nontrivial, there is a sofic subshift Y+ satisfying P. We fix this subshift for the rest of the proof.
We also fix a presentation (A+,F+, µ+, B+) for Y+, and also W+ ⊂ A∗ with µ+ : A

W+

+ → B+.
We define a computable function f whose input is a presentation (A,F) of a G-SFT, and whose
output f(A,F) is the presentation of a sofic G-subshif such that Yf(A,F) has property P if and
only if X(A,F) is nonempty. The existence of this function proves that P is undecidable, as
otherwise it could be used to solve the domino problem for G.

On input (A,F), the function f starts by computing a presentation (A′,F ′), such that
X(A′,F ′) is topologically conjugate to the direct product X(A+,F+) × X(A,F). For this we use
Lemma 7.4. Note that the alphabet A′ is equal to {α(a+, a) : a+ ∈ A+, a ∈ A}, where α was
defined in the proof of Lemma 7.4, and where we also fixed computable functions π1, π2 satisfying
πi(α(n1, n2)) = ni, i = 1, 2. Next, we define a local function presentation µ : A′W+ → B+ by
p 7→ µ(p) = µ0(π2 ◦ p). Finally, the output of the computable function f is (A′,F ′, µ′, B+). It is
clear that f has the mentioned properties.

In the language of many one reductions we proved that every nontrivial property of sofic
subshifts P that is not verified by the empty subshift satisfies Dp(G) ≤m P.

7.6 Further remarks
The results presented here can be used to show the undecidability of a many dynamical properties
of SFTs of common interest in the case of a group with undecidable domino problem. However,
we consider that the frontier between decidability and undecidability is rather unclear as we
know very little about the decidable region in the “swamp of undecidability”. That is, we know
very few decidable dynamical properties.

A natural generalization of Proposition 7.3 is as follows. Given an SFT X, let E (X) be
the property of admitting an embedding from X. Proposition 7.3 shows that this property is
decidable when |X| = 1, and the proof can be easily generalized to the case where X is finite.
The following question raises naturally:

Question 7.21. Is there an infinite SFT X such that E (X) is decidable?

In this work we have focused on properties preserved by conjugacy, but some of the arguments
presented here can be adapted to set properties of SFTs. In this context an analogous of E (X)
is the property C(X) of containing X for a fixed SFT X. It turns out that the decidability of
C(X) admits a characterization. The following argument was communicated to us by J.Kari.

Proposition 7.22. C(X) is decidable if and only if the set

L(X) = {p : W → A : W ⊂ S∗ is finite and p appears in some x ∈ X}

is decidable.

Proof. Let (A,F) be a presentation for X, and suppose that C(X) is decidable. Then for every
pattern presentation p we have p ̸∈ L(X) if and only if X is contained in X(A,{p}). This proves
the forward implication. For the backward implication suppose that L(X) is decidable, and
let (B,G) be an SFT presentation. It follows from the definitions that (B,G) verifies C(X) if
and only if no element from G appears in L(X). This is decidable by hypothesis and thus the
backward implication is proved.
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Chapter 8

Translation-like actions by Z on
locally finite graphs

In this chapter we present some of the results obtained by the author in [Car24c]. Seward [Sew14]
proved that all infinite and finitely generated groups admit a translation-like action by Z, and
that it can be chosen transitive exactly when the group has either one or two ends. Here we
generalize this result to all locally finite graphs, answering a question left in [Sew14, Problem
3.5]. The translation-like actions that we construct satisfy the bound d(v, v ∗ 1) ≤ 3, which is
optimal with these hypotheses.
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8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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8.1 Introduction
A right action ∗ of a group H on a metric space (X, d) is called a translation-like action if it is
free1, and for each h ∈ H, the set {d(x, x∗h)| x ∈ X} ⊂ R is bounded. If G is a finitely generated
group endowed with the left-invariant word metric associated to some finite set of generators,
then the action of any subgroup H on G by right multiplication (g, h) 7→ gh is a translation-like
action. On the other hand, observe that despite the actionH ↷ G by left multiplication is usually
referred to as an action by translations, in general it is not translation-like for a left-invariant
word metric.

Whyte [Why99] proposed to consider translation-like actions as a generalization of subgroup
containment, and to replace subgroups by translation-like actions in different questions or con-
jectures about groups and subgroups. This was called a geometric reformulation. For example,
the von Neumann Conjecture asserted that a group is nonamenable if and only if it contains a
nonabelian free subgroup. Its geometric reformulation asserts then that a group is nonamenable
if and only if it admits a translation-like action by a nonabelian free group. While the conjec-
ture was proven to be false [Ols80], Kevin Whyte proved that its geometric reformulation holds
[Why99]. Similarly, Burnside’s problem asked if every finitely generated infinite group contains

1That is, x ∗ h = x implies h = 1H , for x ∈ X, h ∈ H.
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Z as a subgroup. While this problem was answered negatively [GS64], Seward proved that the
geometric reformulation of Burnside’s problem holds.

Theorem 8.1 (Geometric Burnside’s problem, [Sew14]). Every finitely generated infinite group
admits a translation-like action by Z.

A finitely generated infinite group with two or more ends has a subgroup isomorphic to Z,
by Stalling’s structure theorem. Thus, it is the one ended case that makes necessary the use
of translation-like actions. For these groups, Theorem 8.1 was derived from more general result
about graphs:

Theorem 8.2 ([Sew14, Theorem 1.6]). Let Γ be a connected and infinite graph whose vertices
have uniformly bounded degree. Then Γ admits a transitive translation-like action by Z if and
only if it is connected and has either one or two ends.

The proof of this result relies strongly on a uniform bound for the degrees of the vertices of
the graph. Indeed, the actions constructed in [Sew14] have a bound on dΓ (v, v ∗ 1) that depends
linearly on a uniform bound for the degree of the vertices of the graph. Here we strengthen
Seward’s results by weakening the hypothesis to the locally finite case, and improving the bound
on dΓ (v, v ∗ 1) to 3.

Theorem 8.3. Every connected, locally finite, and infinite graph admits a translation-like action
by Z. Moreover, this action can be chosen transitive exactly when the graph has one or two ends.
The actions constructed satisfy that the distance between a vertex v and v ∗ 1 is at most 3.

This result implies both Theorem 8.1 and Theorem 8.2. Moreover, this result provides a
partial answer to [Sew14, Problem 3.5], which asks for a characterization of graphs admitting a
transitive translation-like action by Z. Thus we have solved the case of locally finite graphs, and
it only remains the case of graphs with vertices of infinite degree.

These statements about translation-like actions can also be stated in terms of powers of
graphs. Given a graph Γ , its n-th power Γn the graph with the same set of vertices, and where
two vertices u, v are joined if their distance in Γ is at most n. It is well-known that the cube of
every finite and connected graph is Hamiltonian [CK69; Sek60; Kar68]. Theorem 8.3 generalizes
this to infinite and locally finite graphs. That is, it shows that the cube of a locally finite and
connected graph with one or two ends admits a bi-infinite Hamiltonian path. We mention that
the part of Theorem 8.3 that concerns non-transitive actions has been proved in [CGR21, Section
4], using the same fact about cubes of finite graphs.

8.2 Preliminaries
Here we fix the terminology that will be used along this chapter. In what follows, all graphs are
assumed to be undirected and unlabeled. Loops and multiple edges are allowed. The vertex set
of a graph Γ will be denoted by V (Γ), and its edge set by E(Γ). Each edge joins a pair of vertices,
and is said to be incident to them. Two vertices joined by an edge are called adjacent. The
degree degΓ (v) of the vertex v is the number of incident edges to v, where loops are counted
twice. A graph is said to be finite when its edge set is finite, and locally finite when every
vertex has finite degree.

In our constructions we will constantly consider induced subgraphs. Given a set of vertices
V ⊂ V (Γ), the induced subgraph Γ [V ] is the subgraph of Γ whose vertex set equals V , and
whose edge set is that of all edges in E(Γ) whose incident vertices lie in V . On the other hand,
Γ − V stands for the subgraph of Γ obtained by removing from Γ all vertices in V , and all edges
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incident to vertices in V . That is, Γ − V equals the induced subgraph Γ [V (Γ) − V ]. If Λ is a
subgraph of Γ , we denote by Γ − Λ the subgraph Γ − V (Λ).

A path on Γ is an injective function f : [a, b] → V (Γ) that sends consecutive integers to
adjacent vertices, where [a, b] ⊂ Z. We introduce now some useful terminology for dealing with
paths. We say that f joins f(a) to f(b), and define its length as b−a. We say that f visits the
vertices in its image, and we denote this set by V (f). We denote by Γ−f the subgraph Γ−V (f).
The vertices f(a) and f(b) are called the initial and final vertices of f , respectively. When every
pair of vertices in the graph Γ can be joined by a path, then we say that Γ is connected. In
this case we define the distance between two vertices as the length of the shortest path joining
them. This distance induces the path-length metric on V (Γ), which we denote by dΓ .

A connected component of Γ is a connected subgraph of Γ which is maximal for the
subgraph relation. The number of ends of Γ is the supremum of the number of infinite
connected components of Γ − V , where V ranges over all finite sets of vertices in Γ .

8.3 Proof of Theorem 8.3
In this section we prove Theorem 8.3. That is, that every connected, locally finite, and infinite
graph admits a translation by Z, and that this action can be chosen transitive exactly when the
graph has one or two ends. The actions that we construct satisfy that the distance between a
vertex v and v ∗1 is at most 3. Our proof goes by constructing these actions locally, and in terms
of 3-paths:

Definition 8.4. Let Γ be a graph. A 3-path on Γ is an injective function f : [a, b] ⊂ Z → V (Γ)
such that consecutive integers in [a, b] are mapped to vertices whose distance is at most 3. A
bi-infinite 3-path on Γ is an injective function f : Z → V (Γ) satisfying the same condition on
the vertices. A 3-path or bi-infinite 3-path is called Hamiltonian when it is also a surjective
function.

It is well known that every finite and connected graph admits a Hamiltonian 3-path, where we
can choose its initial and final vertex [CK69; Sek60; Kar68]. Here we will need a slight refinement
of this fact:

Lemma 8.5. Let Γ be a graph that is connected and finite. For every pair of different vertices
u and v, Γ admits a Hamiltonian 3-path f which starts at u, ends at v, and moreover satisfies
the following two conditions:

1. The first and last “jump” have length at most 2. That is, if f visits w immediately after
the initial vertex u, then dΓ (u,w) ≤ 2. Moreover, if f visits w immediately before the final
vertex v, then dΓ (w, v) ≤ 2. ,

2. There are no consecutive “jumps” of length 3. That is, if f visits w1, w2 and w3 consecu-
tively, then dΓ (w1, w2) ≤ 2 or dΓ (w2, w3) ≤ 2.

Let us review some terminology on 3-paths before proving this result. When dealing with
3-paths, we will use the same terms introduced for paths in the preliminaries, such as initial
vertex, final vertex, visited vertex, etc. Let f and g be 3-paths. We say that f extends g if
its restriction to the domain of g equals g. We will extend 3-paths by concatenation, which we
define as follows. Suppose that final vertex of f is at distance at most 3 from the initial vertex
of g, and such that V (f) ∩ V (g) = ∅. The concatenation of f , g is the 3-path that extends
f , and after the final vertex of f visits all vertices visited by g in the same order. Finally, the
inverse of the 3-path f , denoted by −f , is defined by (−f)(n) = f(−n). The domain of −f is
also determined by this expression.
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Proof of Lemma 8.5. The proof is by induction of the cardinality of V (Γ). The claim clearly
holds if |V (Γ)| ≤ 2. Now assume that Γ is a connected finite graph with |V (Γ)| ≥ 3, and let u
and v be two different vertices. We consider the connected components of the graph Γ − {v}
obtained by removing the vertex v from Γ . Let Γu be the finite connected component of Γ − {v}
that contains u, and let Γv be the subgraph of Γ induced by the set of vertices V (Γ) − V (Γu).
Thus u ∈ Γu, v ∈ Γv, and both Γu and Γv are connected. Let us first assume that both Γu and Γv
are graphs with at least two vertices. Then we can apply the inductive hypothesis on each one
of them. Let fu be a Hamiltonian 3-path on Γu as in the statement, whose initial vertex is u,
and whose final vertex u′ is at distance to v at most 2. Let fv be a Hamiltonian 3-path on Γv as
in the statement, whose initial vertex v′ is adjacent to v, and whose final vertex is v. We claim
that the 3-path f obtained by concatenating fu, fv verifies the required conditions. It is clear
that dΓ (u′, v′) ≤ 3, and thus f is a 3-path. It is also clear that f verifies the first condition in
the statement. Regarding the second condition, it suffices to show that the “jump” from u′ to v′
is between two “jumps” with length at most two. That is, that the vertex visited by f before u′
is at distance at most 2 from u′, and that the vertex visited by f after v′ is at distance at most
2 from v′. Indeed, this follows from the fact that both fu and fv verify the first condition in the
statement. This finishes the argument in the case that both Γu and Γv have at least two vertices.
If Γu has one vertex and Γv has at least two vertices then we modify the previous procedure by
redefining fu as the 3-path that only visits u. It is easy to verify that then the concatenation of
fu and fv is a 3-path in Γ verifying the two numbered conditions. The case where Γv has one
vertex and Γu has at least two vertices is symmetric, and the case where both Γu and Γv have one
vertex is excluded since we assumed |V (G)| ≥ 3.

We will define bi-infinite 3-paths by extending finite ones iteratively. The following definition
will be key for this purpose:

Definition 8.6. Let f be a 3-path on a graph Γ . We say that f is bi-extensible if the following
conditions are satisfied:

1. Γ − f has no finite connected component.

2. There is a vertex u in Γ − f at distance at most 3 from the final vertex of f .

3. There is a vertex v ̸= u in Γ − f at distance at most 3 from the initial vertex of f .

If only the first two conditions are satisfied, we say that f is right-extensible.

We will now prove some elementary facts about the existence of 3-paths that are bi-extensible
and right-extensible.

Lemma 8.7. Let Γ be a graph that is infinite, connected, and locally finite. Then for every pair
of vertices u and v in Γ , there is a right-extensible 3-path whose initial vertex is u, and which
visits v.

Proof. As Γ is connected, there is a path f joining u to v. Now define Λ as the graph induced in
Γ by the set of vertices that are visited by f , or that lie in a finite connected component of Γ −f .
Notice that as Γ is locally finite, there are finitely many such connected components, and thus
Λ is a finite and connected graph. By construction, Γ − Λ has no finite connected component.

The desired 3-path will be obtained as a Hamiltonian 3-path on Λ. Indeed, as Γ is connected,
there is a vertex w in Λ that is adjacent to some vertex in Γ −Λ. By Lemma 8.5 there is a 3-path
f ′ which is Hamiltonian on Λ, starts at u and ends in w. We claim that f ′ is right-extensible.
Indeed, our choice of Λ ensures that Γ − f ′ has no finite connected component, and our choice
of w ensures that the final vertex of f ′ is adjacent to a vertex in Γ − f ′.
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Lemma 8.8. Let Γ be a graph that is infinite, connected, and locally finite. Then for every
vertex u in Γ , there is a bi-extensible 3-path in Γ that visits u.

Proof. Let v be a vertex in Γ that is adjacent to u, with v ̸= u. Let Λ be the subgraph of Γ
induced by the set of vertices that lie in a finite connected component of Γ −{u, v}, or in {u, v}.
As Γ is locally finite, there are finitely many such connected components, and thus Λ is a finite
and connected subgraph of Γ . By construction, Γ − Λ has no finite connected component.

The desired 3-path will be obtained as a Hamiltonian 3-path on Λ. Indeed, as Γ is connected
there are two vertices w ∈ V (Γ − Λ) and w′ ∈ V (Λ), with w adjacent to w′ in Γ . As Λ has
at least two vertices, we can invoke Lemma 8.5 to obtain a 3-path f that is Hamiltonian on Λ,
whose initial vertex is w′, and whose final vertex is adjacent to w′. It is clear that then f is a
bi-extensible 3-path in Γ .

Our main tool to construct bi-infinite 3-paths is the following result, which shows that bi-
extensible 3-paths can be extended to larger bi-extensible 3-paths.

Lemma 8.9. Let Γ be a graph that is infinite, connected, and locally finite. Let f be a bi-
extensible 3-path on Γ , and let u and v be two different vertices in Γ − f whose distance to the
initial and final vertex of f is at most 3, respectively. Let w be a vertex in the same connected
component of Γ−f that some of u or v. Then there is a 3-path f ′ which extends f , is bi-extensible
on Γ , and visits w. Moreover, we can assume that the domain of f ′ extends that of f in both
directions.

Proof. If u and v lie in different connected components of Γ − f , then then the claim is easily
obtained by applying Lemma 8.7 on each of these components. Indeed, by Lemma 8.7 there are
two right-extensible 3-paths g and h in the corresponding connected components of Γ − f , such
that the initial vertex of g is u, the initial vertex of h is v, and some of them visits w. Then the
concatenation of −g, f and h satisfies the desired conditions.

We now consider the case where u and v lie in the same connected component of Γ − f . This
graph will be denoted Λ. Note that Λ is infinite because f is bi-extensible. We claim that there
are two right-extensible 3-paths on Λ, g and h, satisfying the following list of conditions: the
initial vertex of g is u, the initial vertex of h is v, some of them visits w, and V (g) ∩ V (h) = ∅.
In addition, (Λ− g)−h has no finite connected component, and has two different vertices u′ and
v′ such that u′ is at distance at most 3 from the last vertex of g, and v′ is at distance at most
3 from the last vertex of h. Suppose that we have g, h as before. Then we can define a 3-path
f ′ by concatenating −g, f and then h. It is clear that then f ′ satisfies the conditions in the
statement.

We now construct g and h. We start by taking a connected finite subgraph Λ0 of Λ which
contains u, v, w and such that Λ− Λ0 has no finite connected component. The graph Λ0 can be
obtained, for instance, as follows. As Λ is connected, we can take a path fu from u to w, and a
path fv from v to w. Then define Λ0 as the graph induced by the vertices in V (fv), V (fu), and
all vertices in the finite connected components of (Λ− fv)− fu.

Let p be a Hamiltonian 3-path on Λ0 from u to v, as in Lemma 8.5. The desired 3-paths f and
g will be obtained by “splitting” p in two. As Λ is connected, there are two vertices u0 ∈ V (Λ0),
v′ ∈ V (Λ− Λ0) such that u0 and v are adjacent in Λ. By the conditions in Lemma 8.5, there is
a vertex v0 in V (Λ0) whose distance from u0 is at most 2, and such that p visits consecutively
{u0, v0}. We will assume that p visits v0 after visiting u0, the other case being symmetric. As
Λ− Λ0 has no finite connected component, there is a vertex u′ in Λ− Λ0 that is adjacent to v′.
Thus, u0 is at distance at most 2 from u′, and v0 is at distance at most 3 from v′. Now we define
g and h by splitting p at the vertex u0. More precisely, let [a, c] be the domain of p, and let b
be such that p(b) = u0. Then h is defined as the restriction of p to [a, b], and we define g by
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requiring −g to be the restriction of p to [b + 1, c]. Thus h is a 3-path from v to v0, and g is a
3-path from u to u0. By our choice of Λ0 and p, the 3-paths h and g satisfy the mentioned list
of conditions, and thus the proof is finished.

When the graph has one or two ends, the hypotheses of Lemma 8.9 on u, v and w are trivially
satisfied. We obtain a very simple and convenient statement: we can extend a bi-extensible
3-path so that it visits a vertex of our choice.

Corollary 8.10. Let Γ be a graph that is infinite, connected, locally finite, and whose number of
ends is either 1 or 2. Then for every bi-extensible 3-path f and vertex w, there is a bi-extensible
3-path on Γ that extends f and visits w. We can assume that the domain of the new 3-path
extends that of f in both directions.

We are now in position to prove some results about bi-infinite 3-paths. We start with the
Hamiltonian case, which is obtained by iterating Corollary 8.10. When we deal with bi-infinite
3-paths, we use the same notation and abbreviations introduced before for 3-paths, as long as
they are well defined.

Proposition 8.11. Let Γ be a graph that is infinite, connected, locally finite, and whose number
of ends is either 1 or 2. Then Γ admits a bi-infinite Hamiltonian 3-path.

Proof. Let (vn)n∈N be a numbering of the vertex set of Γ . We define a sequence of bi-extensible
3-paths (fn)n∈N on Γ recursively. We define f0 as a bi-extensible 3-path which visits v0. The
existence of f0 is guaranteed by Lemma 8.8. Now let n ≥ 0, and assume that we have defined
a 3-path fn that visits vn. We define fn+1 as a bi-extensible 3-path on Γ which extends fn,
visits vn+1, and whose domain extends the domain of fn in both directions. The existence such a
3-path is guaranteed by Corollary 8.10. We have obtained a sequence (fn)n∈N such that for all n,
fn visits vn, and fn+1 extends fn. With this sequence we define a bi-infinite 3-path f : Z → V (Γ)
by setting f(k) = fn(k), for n big enough. Note that f is well defined because fn+1 extends fn
as a function, and the domains of fn exhaust Z. By construction, f visits every vertex exactly
once, and thus it is Hamiltonian.

We now proceed with the non Hamiltonian case, where there are no restrictions on ends.
We first prove that we can take a bi-infinite 3-path whose deletion leaves no finite connected
component.

Lemma 8.12. Let Γ be a graph that is infinite, connected, and locally finite. Then for every
vertex v, there is a bi-infinite 3-path f that visits v, and such that Γ − f has no finite connected
component.

Proof. By Lemma 8.8 and Lemma 8.9, Γ admits a sequence (fn)n∈N of bi-extensible 3-paths such
that f0 visits v, fn+1 extends fn for all n ≥ 0, and such that their domains exhaust Z. We
define a bi-infinite 3-path f : Z → Γ by setting f(k) = fn(k), for n big enough. We claim that f
satisfies the condition in the statement, that is, that Γ − f has no finite connected component.
We argue by contradiction. Suppose that Γ0 is a nonempty and finite connected component of
Γ − f . Define V1 as the set of vertices in Γ that are adjacent to some vertex in Γ0, but which are
not in Γ0. Then V1 is nonempty as otherwise Γ would not be connected, and it is finite because Γ
is locally finite. Moreover, f visits all vertices in V1, for otherwise Γ0 would not be a connected
component of Γ − f . As V1 is finite, there is a natural number n1 such that fn1

has visited all
vertices in V1. By our choice of V1 and n1, Γ0 is a nonempty and finite connected component of
Γ − fn1 , and this contradicts the fact that fn1 is bi-extensible.

Now the proof of the following result is by iteration of Lemma 8.12.
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Proposition 8.13. Let Γ be a graph that is infinite, connected, and locally finite. Then there is
a collection of bi-infinite 3-paths fi : Z → Γ , i ∈ I, such that V (Γ) is the disjoint union of V (fi),
i ∈ I.

Proof. By Lemma 8.12, Γ admits a bi-infinite 3-path f0 such that Γ − f0 has no finite connected
component. Each connected component of Γ − f0 is infinite, and satisfies the hypotheses of
Lemma 8.12. Thus we can apply Lemma 8.12 on each of these connected components. Iterating
this process in a tree-like manner, we obtain a family of 3-paths fi : Z → Γ , i ∈ I whose vertex
sets V (fi) are disjoint. As Lemma 8.12 allows us to choose a vertex to be visited by the bi-infinite
3-path, we can choose fi ensuring that every vertex of Γ is visited by some fi. In this manner,
V (Γ) is the disjoint union of V (fi), ranging i ∈ I.

We are now ready to prove Theorem 8.3.

Proof of Theorem 8.3. Let Γ be a connected, infinite, and locally finite graph. By Proposi-
tion 8.13, there is a collection of bi-infinite 3-paths fi : Z → Γ , i ∈ I, such that V (Γ) is the
disjoint union of V (fi), i ∈ I. We define a translation-like ∗ : V (Γ) × Z → V (Γ) by setting
v ∗ n = fi(f

−1
i (v) + n), n ∈ Z, where v ∈ V (fi). This proves that Γ admits a translation-like

action by Z. Furthermore, if Γ has either one or two ends, then we can choose a Hamiltonian
bi-infinite 3-path f : Z → Γ by Proposition 8.11, and define a translation-like action in the same
manner. This action is transitive because the 3-path is Hamiltonian.

It only remains to prove that a connected and locally finite graph which admits a transitive
translation-like action by Z must have either one or two ends. This is stated in [Sew14, Theorem
3.3] for graphs with uniformly bounded vertex degree, but the same proof can be applied to locally
finite graphs. For completeness, we provide an alternative argument. Let Γ be a connected and
locally finite graph which admits a transitive translation-like action by Z, denoted ∗. As the
action is free, V (Γ) must be infinite, and thus Γ has at least 1 end. Suppose now that it has at
least 3 ends to obtain a contradiction. Let J = max{dΓ (v, v ∗ 1) : v ∈ V (Γ)}. As Γ has at least
3 ends, there is a finite set of vertices V0 such that Γ − V0 has at least three infinite connected
components, which we denote by Γ1, Γ2 and Γ3. By enlarging V0 if necessary, we can assume that
any pair of vertices u and v that lie in different connected components in Γ − V0, are at distance
dΓ at least J + 1. Now as V0 is finite, there are two integers n ≤ m such that V0 is contained
in {v ∗ k : n ≤ k ≤ m}. By our choice of V0, it follows that the set {v ∗ k : k ≥ m + 1} is
completely contained in one of Γ1, Γ2, or Γ3. The same holds for {v ∗ k : k ≤ n− 1}, and thus
one of Γ1, Γ2, or Γ3 must be empty, a contradiction.

Remark 8.14. The proof given in this section is closely related to the characterization of
those infinite graphs that admit infinite Eulerian paths. This is a theorem of Erdős, Grünwald,
and Weiszfeld [EGW36]. In the recent work [Car24a], the author of this work gave a different
proof of the Erdős, Grünwald, and Weiszfeld theorem, that complements the original result
by also characterizing those finite paths that can be extended to infinite Eulerian ones. This
characterization is very similar to the notion of bi-extensible defined here. Indeed, the proofs
of Proposition 8.11 and the proof of the mentioned result about Eulerian paths follow the same
iterative construction.

Remark 8.15. As we mentioned before, it is known that the cube of every finite and connected
graph is Hamiltonian [CK69; Sek60; Kar68]. Proposition 8.11 can be considered as a generaliza-
tion of this fact to locally finite graphs. That is, Proposition 8.11 shows that the cube of every
locally finite and connected graph with either 1 or 2 ends admits a bi-infinite Hamiltonian path.

We end this section by rephrasing a problem left in [Sew14, Problem 3.5].
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Problem 8.16. Find necessary and sufficient conditions for a connected graph to admit a tran-
sitive translation-like action by Z.

We have shown that for locally finite graphs, the answer to this problem is as simple as
possible, involving only the number of ends of the graph. The problem is now open for graphs
that are not locally finite. We observe that beyond locally finite graphs there are different and
non-equivalent notions of ends [DK03], and thus answering the problem above also requires to
determine which is the appropriate notion of ends.
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Chapter 9

Computable translation-like actions
by Z, and the orbit membership
problem

In this chapter we consider the problem of effectively computing translation-like actions by Z
on groups and graphs. This chapter is a continuation of Chapter 8, and is based on the work
[Car24c].

Contents
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9.1 Introduction
A graph is computable if there exists an algorithm which given two vertices, determines whether
they are adjacent or not. If moreover the graph is locally finite, and the function that maps
a vertex to its degree is computable, then the graph is said to be highly computable. This
extra condition is necessary to compute the neighborhood of a vertex. The notion of highly
computable graph corresponds to the intuition that we can compute neighborhoods in the graph
of any desired size. An important example comes from group theory: if G is a finitely generated
group with decidable word problem and S is a finite set of generators, then its Cayley graph
with respect to S is highly computable.

Many basic results about infinite graphs are not effective for highly computable graphs. For
instance, König’s infinity lemma asserts that every infinite, connected, and locally finite graph
admits an infinite path. However, there are highly computable graphs which admit paths, but
none of them is computable [JS72]. Another example comes from Hall’s matching theorem.
There are highly computable graphs satisfying the hypotheses in the theorem, but which admit
no computable right perfect matching [MR72]. These two results are used in the proof [Sew14,
Theorem 1.4], so the translation-like actions from this proof are not clearly computable. We say

91



that a translation-like action by Z on a graph is computable when there is an algorithm which
given a vertex v and n ∈ Z, computes the vertex v ∗ n.

Our interest in the computability of translation-like actions is motivated by the results in
Chapter 5, where we need computable translation-like actions where in addition it is possible
to distinguish in a computable manner between different orbits. We introduce here a general
definition, though in this chapter we will only treat the case where the acting group is Z.

Definition 9.1. Let G be a group, and let S ⊂ G be a finite set of generators. A group action
of H on G is said to have decidable orbit membership problem if there exists an algorithm
which given two words u and v in (S ∪S−1)∗, decides whether the corresponding group elements
uG, vG lie in the same orbit under the action.

Note that if H is a subgroup of G, then the action H ↷ G by right translations has decid-
able orbit membership problem if and only if H has decidable subgroup membership problem
(Proposition 9.13). Thus this property can be regarded as the geometric reformulation, in the
sense of Whyte [Why99], of the subgroup property of having decidable membership problem.
The orbit membership problem has been studied for some actions by conjugacy and by group
automorphisms, see [BMV09; BMV16; Ven14] and references therein.

Our main result associated to computable translation-like actions on groups is the following.

Theorem 9.2. Let G be a finitely generated infinite group with decidable word problem. Then
G admits a translation-like action by Z that is computable and has decidable orbit membership
problem.

The proof of Theorem 9.2 is as follows. For groups with at most two ends, we prove the
existence of a computable and transitive translation-like action. For this, we prove that the part
of Theorem 8.3 that concerns transitive translation-like actions is effective for highly computable
graphs. For groups with more than two ends, we prove the existence of a subgroup isomorphic
to Z and with decidable subgroup membership problem. Thus for groups with two ends we
provide two different proofs for Theorem 9.2. A group with two ends is virtually Z, and it would
be easy to give a direct proof, but the intermediate statements may have independent interest
(Theorem 9.5 and Proposition 9.11).

9.2 Preliminaries
In this chapter we assume that the reader is familiar with Chapter 8. Moreover, we refer the
reader to Chapter 2 for details about numberings and computability. We will consider the
following computability notions for graphs:

Definition 9.3. An undirected and simple graph Γ is computable if we can endow V (Γ)
and E(Γ) with numberings, in such a manner that the relation of adjacency, and the relation
{(e, u, v) : e joins u and v} are decidable. We say that Γ is also highly computable when it
is locally finite, and the vertex degree function V (Γ) → N, v 7→ degΓ (v) is computable.

We now review Cayley graphs of finitely generated groups. Let G be finitely generated by
S. We denote by Cay(G,S) the (undirected, and right) Cayley graph of G relative to S. The
vertex set of Cay(G,S) is G, and two vertices g and h are joined by an edge when g = hs for
some s ∈ S ∪ S−1. Note that the distance that this graph assigns to a pair of elements in G
equals their distance in the left-invariant word metric associated to the same generating set. The
number of ends of a finitely generated group is the number of ends of its Cayley graph, for
any generating set. This definition does not depend on the chosen generating set, and can only
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be among the numbers {0, 1, 2,∞} [Fre45; Hop44]. We will need the following well-known fact,
whose proof is left to the reader (see Proposition 2.7).

Proposition 9.4. Let G be a finitely generated group with decidable word problem, and let S be
a finite generating set. Then Cay(G,S) is a highly computable graph.

9.3 Computable and transitive translation-like actions by Z
In this section we prove that the part of Theorem 8.3 that concerns graphs with one or two ends,
is effective for highly computable graphs:

Theorem 9.5. Let Γ be a graph that is highly computable, connected, and has either 1 or 2
ends. Then Γ admits a computable and transitive translation-like action by Z, where the distance
between a vertex v and v ∗ 1 is uniformly bounded by 3.

We start by proving that the bi-extensible property (Definition 8.6) is algorithmically decid-
able on highly computable graphs with one end.

Proposition 9.6. Let Γ be a graph that is highly computable, connected, and has one end. Then
it is algorithmically decidable whether a 3-path f is bi-extensible.

Proof. It is clear that the second and third conditions in the definition of bi-extensible are
algorithmically decidable. For the first condition, note that as Γ has one end, we can equivalently
check whether Γ − f is connected. This is proved to be a decidable problem in [Car24a], Lemma
5.6. Note that the mentioned result concerns the remotion of edges instead of vertices, but indeed
this is stronger: given f , we compute the set E of all edges incident to a vertex in V (f), and
then use [Car24a, Lemma 5.6] with input E.

For graphs with two ends we prove a similar result, but we need the extra assumption that
the input 3-path leaves two infinite connected components.

Proposition 9.7. Let Γ be a graph that is highly computable, connected and has two ends. Let
f0 be a bi-extensible 3-path on Γ , such that Γ − f0 has two infinite connected components. Then
there is an algorithm that on input a 3-path f that extends f0, decides whether f is bi-extensible.

Proof. It is clear that the second and third conditions in the definition of bi-extensible are
algorithmically decidable. We address the first condition. We prove the existence of a procedure
that, given a 3-path f as in the statement, decides whether Γ − f has no finite connected
component. In [Car24a, Lemma 5.5] there is an effective procedure that halts if and only if
Γ−f has some finite connected component (the mentioned result mentions the remotion of edges
instead of vertices, but indeed this is stronger: given f , we compute the set E of all edges incident
to a vertex in V (f), and then use [Car24a, Lemma 5.5] with input E).

Thus we need an effective procedure that halts if and only if Γ − f has no finite connected
component. As f extends f0, this is equivalent to ask whether Γ − f has at most two connected
components. The procedure is as follows: given f , we start by computing the set V0 of vertices
in Γ − f that are adjacent to a vertex visited by f . Then for every pair of vertices in u, v ∈ V0,
we search exhaustively for a path that that joins them, and that never visits vertices in V (f).
That is, a path in Γ − f . Such a path will be found if and only if the connected component of
Γ − f that contains u equals the one that contain v. We stop the procedure once we have found
enough paths to write V0 as the disjoint union V1 ⊔ V2, where every pair of vertices in V1 (resp.
V2) is joined by a path as described.
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We can now show a computable version of Proposition 8.11.

Proposition 9.8 (Computable Proposition 8.11). Let Γ be a graph that is highly computable,
connected, and has either 1 or 2 ends. Then it admits a bi-infinite Hamiltonian 3-path which is
computable.

Proof. Let (vi)i∈N be a numbering of the vertex set of the highly computable graph Γ . Now let
f0 be a 3-path which is bi-extensible and visits v0. If Γ has two ends, then we also require that
Γ − f0 has two infinite connected components. Observe that we are not claiming that f0 can be
computed from a description of the graph, but it exists and can be specified with finite informa-
tion. After fixing f0, we just follow the proof of Proposition 8.11, and observe that a sequence
of 3-paths (fn)n∈N as in this proof can be uniformly computed. That is, there is an algorithm
which given n, computes fn. The algorithm proceeds recursively: assuming that (fi)i≤n have
been computed, we can compute fn+1 by an exhaustive search. The search is guaranteed to
stop, and the conditions that we impose on fn+1 are decidable thanks to Propositions 9.6 and
9.7. Finally, let f : Z → V (Γ) be the Hamiltonian 3-path on Γ defined by f(k) = fn(k), for n big
enough. Then it is clear that the computability of (fn)n∈N implies that f is computable.

Now, we are ready to prove Theorem 9.5.

Proof of Theorem 9.5. Let Γ be as in the statement. By Proposition 9.8, Γ admits a bi-infinite
Hamiltonian 3-path f : Z → V (Γ) that is computable. Then it is clear that the translation-like
action ∗ : V (Γ)× Z → V (Γ) defined by v ∗ n = f(f−1(v) + n), n ∈ Z, is computable.

This readily implies Theorem 9.2 for groups with one or two ends.

Proof of Theorem 9.2 for groups with one or two ends. LetG be a finitely generated infinite group
with one or two ends, and with decidable word problem. Let S ⊂ G be a finite set of generators,
and let Γ = Cay(G,S) be the associated Cayley graph. As G has decidable word problem, this
is a highly computable graph (Proposition 9.4). Then by Theorem 9.5, Γ admits a computable
and transitive translation-like action by Z. As the vertex set of Γ is G, this is also a computable
and transitive translation-like action on G. This action has decidable orbit membership problem
for the trivial reason that it has only one orbit.

Remark 9.9. As mentioned in the introduction, there is a number of results in the theory
of infinite graphs that can not have an effective counterpart for highly computable graphs. In
contrast, we have the following consequences of Theorems 8.3 and 9.5:

1. A highly computable graph admits a transitive translation-like action by Z if and only if
it admits a computable one.

2. A group with decidable word problem has a Cayley graph with a bi-infinite Hamiltonian
path if and only if it has a Cayley graph with a computable bi-infinite Hamiltonian path.

3. The cube of a highly computable graph admits a bi-infinite Hamiltonian path if and only
if it admits a computable one.

The third item should be compared with the following result of D.Bean: there is a graph that is
highly computable and admits infinite Hamiltonian paths, but only uncomputable ones [Bea76].
Thus, the third item shows that for graphs that are cubes, it is algorithmically easier to compute
infinite Hamiltonian paths.

It follows from our results that the problem of deciding whether a graph admits a bi-infinite
Hamiltonian path is also algorithmically easier when we restrict ourselves to graphs that are
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cubes. D.Harel proved that the problem of Hamiltonicity is analytic-complete for highly com-
putable graphs [Har91, Theorem 2]. On the other hand, it follows from Theorem 8.3 that for
graphs that are cubes, it suffices to check that the graph is connected, and has either 1 or 2 ends.
These conditions are undecidable, but are easily seen to be arithmetical [KL08]. In view of these
results, it is natural to ask if these problems are easier when we restrict ourselves to graphs that
are squares:

Question 9.10. The problem of computing infinite Hamiltonian paths (resp. deciding whether
an infinite graph is Hamiltonian) on highly computable graphs, is easier when we restrict to
graphs that are squares?

9.4 Computable normal forms and Stalling’s theorem
Here we prove Theorem 9.2 for groups with two or more ends. It follows from Stalling’s structure
therem on ends of groups that a group with two or more ends has a subgroup isomorphic to Z.
We will prove that, if the group has solvable word problem, then this subgroup has decidable
membership problem. This will be obtained from normal forms associated to HNN extensions
and amalgamated products. We now recall well known facts about these constructions, the
reader is referred to [LS01, Chapter IV].

HNN extensions are defined from a group H = ⟨SH : RH⟩, a symbol t not in SH , and an
isomorphism ϕ : A→ B between subgroups of H. The HNN extension relative to H and ϕ is
the group with presentation H∗ϕ = ⟨SH , t : RH , tat

−1 = ϕ(a), ∀a ∈ A⟩. Now let TA ⊂ H and
TB ⊂ H be sets of representatives for equivalence classes of H modulo A and B, respectively.
The group H∗ϕ admits a normal form associated to the sets TA and TB . The sequence of group
elements h0, tϵ1 , h1, . . . , tϵn , hn, ϵi ∈ {1,−1}, is in normal form if (1) h0 ∈ H, (2) if ϵi = −1,
then hi ∈ TA, (3) if ϵi = 1, then hi ∈ TB , and (4) there is no subsequence of the form tϵ, 1H , t

−ϵ.
For every g ∈ H∗ϕ there exists a unique sequence in normal form whose product equals g in
H∗ϕ.

Amalgamated products are defined from two groups H = ⟨SH : RH⟩ and K = ⟨SK : RK⟩,
and a group isomorphism ϕ : A → B, with A ⩽ H and B ⩽ K. The amalgamated product
of H and K relative to ϕ, is the group with presentation H ∗ϕ K = ⟨SH , SK : RH , RK , a =
ϕ(a), ∀a ∈ A⟩. Now let TA ⊂ H be a set of representatives for H modulo A, and let TB ⊂ K be
a set of representatives for K modulo B. The group H ∗ϕ K admits a normal form associated
to the sets TA and TB . A sequence of group elements c0, c1, . . . , cn is in normal form if (1) c0
lies in A or B, (2) ci is in TA or TB for i ≥ 1, (3) ci ̸= 1 for i ≥ 1, and (4) successive ci alternate
between TA and TB . For each element g ∈ H ∗ϕK, there exist a unique sequence in normal form
whose product equals g in H ∗ϕ K.

Stalling’s structure theorem relates ends of groups with HNN extensions and amalgamated
products [Dun82]. This result asserts that every finitely generated group G with two or more
ends is either isomorphic to an HNN extension H∗ϕ, or isomorphic to an amalgamated product
H ∗ϕK. In both cases, the corresponding isomorphism ϕ is between finite and proper subgroups,
and the groups H, or H and K, are finitely generated (see [Coh89, pages 34 and 43]). We
will now prove that when G has decidable word problem, then the associated normal forms are
computable. This means that there is an algorithm which given a word representing a group
element g, computes a sequence of words such that the corresponding sequence of group elements,
is a normal form for g. The proof is direct, but we were unable to find this statement in the
literature.

Proposition 9.11. Let G be a finitely generated group with two or more ends and decidable
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word problem. Then the normal form associated to the decomposition of G as HNN extension or
amalgamated product is computable.

Proof. Let us assume first that we are in the first case, so there is a finitely generated group
H = ⟨SH : RH⟩, and an isomorphism ϕ : A→ B between finite subgroups of H, such that G is
isomorphic to the HNN extension H∗ϕ = ⟨SH , t : RH , tat

−1 = ϕ(a), a ∈ A⟩. A preliminary
observation is that H has decidable word problem. Indeed, this property is inherited by finitely
generated subgroups, and G has decidable word problem by hypothesis. The computability of
the normal form will follow from two simple facts:

First, observe that the finite group A = {a1, . . . , an} has decidable membership problem in
H. Indeed, given a word w ∈ (SH ∪ S−1H )∗, we can decide if w ∈ A by checking if w = ai
for i = 1, . . . ,m. This is an effective procedure as the word problem of H is decidable, and is
guaranteed to stop as A is a finite set. As a consequence of this, we can also decide if u ∈ Av for
any pair of words u, v ∈ (SH ∪ S−1H )∗, as this is equivalent to decide if (uv−1) lies in A. Observe
that v−1 denotes the formal inverse to v. The same is true for B.

Second, there is a computably enumerable set WA ⊂ (SH∪S−1H )∗ such that the corresponding
set TA of group elements in H constitutes a collection of representatives for H modulo A. We
sketch an algorithm that computably enumerates WA as a computable sequence of words. Set
u0 to be the empty word. Now assume that words u0, . . . , un have been selected, and search
for a word un+1 ∈ (SH ∪ S−1H )∗ such that un+1 does not lie in Au0, . . . , Aun. The condition
that we impose to un+1 is decidable by the observation in the previous paragraph, and thus an
exhaustive search is guaranteed to find a word as required. It is clear that the set WA that we
obtain is computably enumerable, and that the set TA of the group elements of H corresponding
to these words is a set of representatives for H modulo A. A set WB corresponding to TB can
be enumerated analogously.

Finally, we note that we can computably enumerate sequences of words w0, . . . , wn that
represent normal forms (with respect to TA and TB) for all group elements. Indeed, using the
fact WA and WB are computably enumerable sets, we just have to enumerate sequences of words
w0, . . . , wn such that w0 is an arbitrary element of (SH ∪ S−1H )∗, and the rest are words from
WA, WB , or {t, t−1} that alternate as in the definition of normal form. In order to compute
the normal form of a group element w given by a word w, we just enumerate these sequences
w1, . . . , wn until we find one satisfying w = w1 . . . wn, which is a decidable question as G has
decidable word problem. We have proved the computability of normal forms as in the statement,
in the case where G is a (isomorphic to) HNN extension.

If G is not isomorphic to an HNN extension, then it must be isomorphic to an amalgamated
product. Then there are two finitely generated groups H = ⟨SH : RH⟩ and K = ⟨SK : RK⟩,
and a group isomorphism ϕ : A → B, with A ⩽ H and B ⩽ K finite groups, such that G is
isomorphic to ⟨SH , SK : RH , RK , a = ϕ(a), ∀a ∈ A⟩. Now the argument is the same as the one
given for HNN extensions. That is, A and B have decidable membership problem because they
are finite, and there are two computably enumerable sets of words WA and WB corresponding
to sets TA and TB as in the definition of normal form for amalgamated products. This, plus the
decidability of the word problem, is sufficient to compute the normal form of a group element
given as a word, by an exhaustive search.

We obtain the following result from the computability of these normal forms.

Proposition 9.12. Let G be a finitely generated group with two or more ends and decidable word
problem. Then it has a subgroup isomorphic to Z with decidable subgroup membership problem.

Proof. By Stalling’s structure theorem, either G is isomorphic to an HNN extensions, or G is
isomorphic to an amalgamated product. We first suppose that G is isomorphic to an HNN

96



extension H∗ϕ = ⟨SH , t : RH , tat
−1 = ϕ(a), a ∈ A⟩. Without loss of generality, we will assume

that G is equal to this group instead of isomorphic, as the decidability of the membership problem
of an infinite cyclic subgroup is preserved by group isomorphisms. We claim that the subgroup
of G generated by t has decidable membership problem. Indeed, a group element g lies in
this subgroup if and only if the normal form of g or g−1 is 1, t, 1 . . . , t, 1. By Proposition 9.11,
this normal form is computable, and thus we obtain a procedure to decide membership in the
subgroup of G generated by t.

We now consider the case where G is isomorphic to an amalgamated product. Then there
are two finitely generated groups H = ⟨SH : RH⟩ and K = ⟨SK : RK⟩, and a group
isomorphism ϕ : A → B, with A ⩽ H and B ⩽ K finite groups, such that G is isomorphic to
⟨SH , SK : RH , RK , a = ϕ(a), ∀a ∈ A⟩. As before, we will assume without loss of generality
that G is indeed equal to this group. Now let TA and TB be the sets defined in Proposition 9.11
that are associated to the computable normal form, and let u ∈ TA, v ∈ TB be both non trivial
elements. We claim that the subgroup subgroup of G generated by uv is isomorphic to Z, and
has decidable membership problem. Indeed, a group element g lies in this subgroup if and only if
the normal form of g or g−1 is u, v, . . . , u, v. This is a decidable question by Proposition 9.11.

We now verify the fact that for translation-like actions coming from subgroups, the prop-
erties of decidable orbit membership problem and decidable subgroup membership problem are
equivalent.

Proposition 9.13. Let H ⩽ G be finitely generated groups. Then H has decidable membership
problem in G if and only if the action of H on G by right translations has decidable orbit
membership problem.

Proof. Let ∗ be the action defined by G×H → G, (g, h) 7→ gh. The claim follows from the fact
that two elements g1, g2 ∈ G lie in the same ∗ orbit if and only if g1g2−1 ∈ H, and an element
g ∈ G lies in H if and only if it lies in the same ∗ orbit as 1G.

It is clear how to rewrite this in terms of words, but we fill the details for completeness. For
the forward implication, let u, v ∈ (S∪S−1)∗ be two words, for which we want to decide whether
uG, vG lie in the same orbit. We start by computing the formal inverse of v, denoted v−1, and
then check whether the word uv−1 lies in {w ∈ (S ∪ S−1)∗ : w ∈ H}. This set is decidable by
hypothesis. For the reverse implication, assume that the action has decidable orbit membership
problem. The set {w ∈ (S ∪ S−1)∗ : w ∈ H} equals the set of words w ∈ (S ∪ S−1)∗ such that
w and 1G lie in the same orbit, which is a decidable set by hypothesis. It follows that H has
decidable subgroup membership problem in G.

We can now finish the proof of Theorem 9.2.

Proof of Theorem 9.2 for groups with two or more ends. Let G be a finitely generated infinite
group with decidable word problem and at least two ends. By Proposition 9.12 there is an
element c ∈ G such that ⟨c⟩ is isomorphic to Z, and has decidable subgroup membership problem
in G. The right action Z ↷ G defined by g ∗ n = gcn has decidable orbit membership problem
by Proposition 9.13.

It only remains to verify that the function G × Z → G, (g, n) 7→ g ∗ n is computable in the
sense of Section 2.5. This is clear, but we write the details for completeness. The group operation
f1 : G×G→ G is computable by Proposition 2.7. Moreover, it is clear that the function f2 : Z →
G, n 7→ cn is computable. Then it follows that the function f3 : G×Z → G, (g, n) 7→ f1(g, f2(n))
is computable, being the composition of computable functions. But f3(g, n) = g ∗ n, and thus ∗
is a computable group action.
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Chapter 10

Conclusion

This thesis work is mainly about subshifts on groups and their recursive properties. In relation to
the interplay between dynamics and recursion theory, let me recall here the following important
feature of subshifts: all morphisms of subshifts are computable. This essentially follows from
Curtis Hedlund Lindon theorem, which shows that these morphisms are determined by the finite
information of a local rule. Since all morphisms are computable we have in particular that if two
subshifts are topologically conjugate, they are also recursively homeomorphic. This fact is behind
the robustness of different recursive properties for subshifts. In other words, many computability
properties of subshifts are in particular dynamical properties, as they are preserved by topological
conjugacy. It is surprising that conversely, fundamental questions about subshifts on groups that
are posed solely in dynamical terms have recursion theoretical answers. One instance is the
classification of topological entropies of Z2-SFTs, but there are many other examples (see the
introduction). The investigation of recursive properties of subshifts on groups has intensified
after these findings, and this research trend is the mathematical context for this thesis.

In this work we have taken an approach based on the tools from computable analysis, which
provides the basis of recursion theory on separable metric spaces like {0, 1}N, R, or S1. Con-
cepts such as continuity and compactness have effective counterparts, and we have considered
topological dynamical systems at the light of these concepts. This approach has precedents in
the case of Z-actions [Gal+11]. When we consider actions of finitely generated groups new phe-
nomena appear, and algorithmic aspects of finitely generated groups interact with those of their
topological dynamical systems (see for instance Proposition 3.20).

In Chapter 3 we have revisited the notion of effective subshift. This class of subshifts was
previously defined by a computability property of a defining set of forbidden patterns. Here we
have considered an alternative definition that refers to the recursive compactness of the space.
The two notions coincide for recursively presented groups, and only for these groups.

In Chapter 4 we have studied the class of effective dynamical systems, an effective counterpart
of the classical topological definition. For instance, subshifts of finite type on a recursively
presented groups and circle rotations with a computable angle are effective dynamical systems.
Our main result is that within the class of effective dynamical systems given by a recursively
presented group, every element admits an extension with topological dimension zero. A surprising
consequence of this result and existing simulation results is that for some groups, one can show
that a system is the factor of an SFT by simply showing that it is effective.

In Chapter 4 we constantly consider factors and extensions of effective dynamical systems. We
recall here that if X is an effective subshift, then this property is transferred to every topological
factor of X that is also a subshift. This robustness property is exclusive of subshifts, it is not
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true in the general case. A problem left in this work is that of characterizing topological factors
of effective dynamical systems (see Section 4.7).

In Chapter 5 we have studied Medvedev degrees of subshifts. For several classes of groups,
such as virtually poly-cyclic groups, we have proved a full classification of the degrees of SFTs.
This classification problem is closely related to the well known domino problem for groups, and
is also related to the well known problem of classifying those groups with weakly and strongly
aperiodic SFTs. These problems are related in the sense that they share proof techniques. That
is, a proof technique introduced to solve one of them for some fixed group have often lead to
a solution of the other two problems. We have proved in Proposition 5.52 that the existence
of G-SFTs with nonzero Medvedev degree implies the undecidability of the domino problem
for G. We hope that this result can be useful in the future to prove the undecidability of the
domino problem for groups. Current proofs typically involve the construction of family of SFTs
with Turing machines and related constructions embedded, and uniformity considerations can
be quite involved. Proposition 5.52 shows that it is sufficient to embed computation on a single
SFT to conclude that the domino problem is undecidable.

The problem of classifying the values of Medvedev degrees of subshifts poses extra challenges,
in the sense that some infinite constructions need to be effectivized. For instance, it was proved
in [Coh17] that quasi-isometries between finitely presented groups preserve strong aperiodic-
ity, and preserve the undecidability of the domino problem. However, one needs a computable
quasi-isometry of finitely presented groups to preserve Medvedev degrees. Thus the problem of
classifying Medvedev degrees appears as a motivation to effectivize different results about infinite
graphs. With this application in mind we proved in Chapter 9 an effective version of Seward’s
theorem about translation-like actions Z on finitely generated groups.

In Chapter 6 we have observed a basic interaction between Medvedev degrees of subshifts,
and the topology of the space of subshifts S(G) for a group G with decidable word problem. It
was proved in [PS23] that isolated points are dense in S(Z), and thus that genericity results for
Z-subshifts can be proved by studying these isolated points. In contrast, we observed that that
property of having an SFT with nonzero Medvedev degree creates a neighborhood in S(G) with-
out isolated points. The proof of these results are direct after one embeds S(G) in a computable
metric space.

In Chapter 7 we investigated the existence of a Rice theorem for dynamical properties of
SFTs. The goal of this chapter was converting the metaphor swamp of undecidability from
[Lin04] to precise mathematical statements. We considered SFTs on a group with undecidable
domino problem. We found that although a Rice theorem for dynamical properties of SFTs does
not hold in a literal sense, it does for the larger class of sofic subshifts. For SFTs we proved a
result very similar to the Adian-Rabin undecidability theorem for finitely presented groups. This
result covers many dynamical properties of common interest, such as minimality, transitivity,
and having zero entropy. The frontier of decidability for dynamical properties of SFTs remains
unclear. The property of having a fixed point is decidable, and we do not know other examples
besides trivial modifications. We have the hope that further research might clarify the boundary
of the decidable zone in the swamp of undecidability.

In Chapter 8 we presented a different proof of Seward’s result asserting that every finitely
generated infinite group admits a translation-like action by Z. We generalize this result to all
locally finite graphs, and prove that the action can be taken transitive exactly when the graph
has either 1 or 2 ends. The proof of this result is closely related to the characterization of infinite
Eulerian graphs, and the effective proof of this result presented by the author in [Car24a].

In Chapter 9 we proved an effective version Seward’s result. Under the extra assumption that
the group has decidable word problem, we proved that the action can be taken computable and
with decidable orbit membership problem. This result was required to prove our results about
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Medvedev degrees of subshifts. Some of the ideas from this chapter have been latter refined and
improved in the work [CRR24] about computability aspects of ends of graphs.

Many problems considered in this thesis seem far from being solved. We only mention the
problem of characterizing topological factors of effective dynamical systems, and the problem
of understanding Medvedev degrees of SFTs. I hope that the results presented in this text will
be useful to those interested in computability theory on uncountable spaces and its interactions
with other subjects.
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